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Abstract 

Power density of high-end microprocessors has been in-
creasing by approximately 80% per technology generation, 
while the voltage is scaling by a factor of 0.8. This leads to 
225% increase in current per unit area in successive gen-
eration of technologies. The cost of maintaining the same IR 
drop becomes too high. This leads to compromise in power 
delivery and power grid becomes a performance limiter. 
Traditional performance related test techniques with transi-
tion and path delay fault models focus on testing the logic 
but not the power delivery. In this paper we view power grid 
as performance limiter and develop a  fault model to ad-
dress the problem of vector generation for delay faults aris-
ing out of power delivery problems. A fault extraction meth-
odology applied  to a  microprocessor design block is ex-
plained. 
 

1. Introduction 
Semiconductor industry has been driven by Moore’s 

law for almost a quarter century. Miniaturization of de-
vice size has allowed more transistors to be packed into 
an area while the improved transistor performance has re-
sulted in significant increase in frequency.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
 

Increased density of switching devices and rising fre-
quency has lead to a power density problem. In Figure 1 we 
show how the power density of leading edge microprocessors 
has progressed over multiple technology generations. 

The rise in power density with a simultaneous reduction 
in power supply voltage leads to a large increase in the 
amount of current that needs to be delivered. 

 Non-uniform pattern of power consumption across a 
power distribution grid causes a non-uniform voltage drop. 
Instantaneous switching of nodes may cause localized drop in 
power supply voltage, which we call as droop. This instanta-
neous drop in power supply at the point of switching causes 
excessive delay and a speed path problem. The goal in testing 
is to create excessive switching around nodes with slack 
ranging from none to very little, so that any extra delay cre-
ates a speed-path. 

 
 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

 
 
Power supply voltage scales with technology. Figure 2 

shows delay sensitivity as a function of supply voltage for a 
90nm technology. Sensitivity rises with declining voltage and 
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Figure 1  Power density by technology 

Figure 2  Delay sensitivity as a function of Vdd 
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at 0.9V, 1% change in power supply voltage will cause nearly 
4% change in delay for most static CMOS gates in this tech-
nology. Thus we have a compounding problem. Sharper 
switching rates cause greater droop while delay sensitivity to 
power supply is getting worse. 

The objective in testing is to (1) identify regions that 
may experience large droop and (2) judge criticality of droop 
induced delay by comparing against slack to create a list of 
targets. For lack of a better term, we will call it a fault - 
power supply switching fault to be precise. Once we have 
such a fault list, fault simulation and pattern generation can 
be performed. Power supply switching faults are described 
using Generalized Fault Model (GFM) [1]. In section 5, we 
will describe fault model in more detail. 

There has been work in this area for generating patterns 
for delay testing and timing analysis with worse case power 
supply noise [2].  Here the authors propose a test generation 
approach for paths including power supply noise induced 
delays. 

In our analysis we use a vector-less approach. Actual 
simulation of circuits using extracted power supply model 
and transistors against input vectors is complex and can only 
be performed for small circuits. Thus, vector-less approach is 
imperative for scalability of solution. 

However, we use actual simulation on small circuits for 
learning purposes. This data is maintained as a library of 
knowledge. We refer to this during analysis phase.  

The basic divide-and-conquer philosophy is based on 
identifying a small cluster of transistors called cells. Since 
the fault simulation and ATPG are run on a gate level model, 
the smallest cells are gates such as NAND, NOR gates. For 
cells that perform more complex functions, we deploy two 
definitions for cells. The first definition is for combinational 
gates. For a combinational gate, a cell is a channel connected 
transistor graph. In literature this has also been called a 
Channel Connected Component (CCC) or a Channel Con-
nected Switching Network (CCSN). For sequential gates, a 
cell may comprise of more than one CCSN. Consequently, 
they are identified manually using a template based approach. 

The key elements in our library of knowledge are (a) 
peak current consumption by a cell and (b) how the current 
distributes itself through a power distribution network. We 
use superposition rule for adding cell currents to identify the 
impact of multiple gate switching. This is the key principle 
used in analysis phase. 

For analyzing how switching current at the node of con-
sumption distributes itself through a power distribution net-
work, we use circuit simulation on extracted power grid using 
a current source. The input in this simulation is the switching 
current source. Simulation is performed for varying input 
waveforms with different slopes and peak magnitudes. The 
observations from these simulations are stored in a tabular 
form and referred during actual analysis. We call this the 

power grid characterization phase. Further details appear in 
section 2. 

For characterizing peak current consumption of a cell, a 
vector based circuit simulation is used to find the worst case 
current. This is treated in more details in section 3. 

The final analysis phase breaks up a design block into 
cells. The peak current consumption of a cell and its geomet-
ric position are used to derive a geometric distribution of 
current around the cell. Geometric distribution of current 
from individual cells is tallied up to obtain global ranking of 
the regions. From this ranking a list of corresponding switch-
ing nodes is collected. This list is then processed with infor-
mation from static timing analysis to produce GFM. This will 
be described in section 4. 
 

2. Power Grid Characterization 
The power grid is characterized for obtaining a geomet-

ric distribution of switching current at the via locations. The 
total via current is used as an indicator for grid satura-
tion/droop. Packaging delivers the current to the C4 pads 
located at the upper most level of the die. Current delivered 
to Vdd nodes flows down through successive metal layers to 
the transistors and flows back up to the corresponding C4 
pads that connect to Ground at the package level. This is 
somewhat simplified because it ignores AC current return 
path at intermediate metal layers. However for the purpose of 
power starvation calculation this is quite adequate because, 
most of the power starvation effects come from switching 
transistors. In Figure 3 we show a simplified power distribu-
tion grid. 

 

 

 
The power grid is composed of alternate metal lines of 

power (Vdd) and ground (GND) in each layer. The upper and 
lower metal layers are connected by vertical vias. Transistor 
Vdd and GND terminal connect to the lower metal layer vias. 
Currents and voltages can be analyzed at the vias. Simultane-
ous switching of transistors connected to the via causes 
maximum current flow through the via and a droop in volt-
age. Voltage droop at the via slows the switching of transis-
tors connected to it. Since the transistors are directly con-
nected to the lower metal layers, vias at the lower metal lay-
ers are important for analysis of current and voltage droop. 

 

  VDD GNDGND VDDVDD GNDGND VDD

Figure 3  Simplified View of the Power Grid 



2.1 Power Grid analysis 
An internally developed power grid analysis tool is used 

to derive an RLC model of the power grid for circuit simula-
tion. The tool uses process specific technology libraries for 
reistance and capacitance values, uses built-in inductance and 
de-cap models. This tool also allows us to stitch a current 
source at a location of user’s choosing. Voltage and current 
values at each via for each metal layer can be obtained from 
simulation. For a small analysis region, this analyzer is very 
fast, allowing hundreds of runs for characterization. 

 Starting with a realistic power grid used in microproces-
sor design, we used the analysis tool to study (1) magnitude 
of the droop and (2) the spatial distribution of current at 
power vias for various current waveforms. The following 
conclusions were made about the power grid. 

 

2.2 Droop Magnitude 
We found that the voltage droop magnitude at the vias is 

a function of peak current of the source and is maximum at 
the lower metal layers. As expected, higher current corre-
sponds to higher voltage droop. The results are shown in 
Figure 4. 

 
 
 
 
 
 
 
 
 

 

 

2.3 Current Distribution 
It is also observed that the spatial distribution of the 

droop is independent of Ipeak, the peak source current. As 

expected, current at the via drops off as you move away from 
the source placement. This drop off is a strong function of 
the via layer. Numerically, the current does not quite go to 
zero. So we need a cut-off. We use 10% of Ipeak as cut-off 
threshold for deciding the region of influence. Based on this 
definition, a typical spatial distribution of droop current by 
via-layer is shown in Figure 5. 

This characterization method allows for the estimation 
of current and voltage droop at a via, given the distance and 
the magnitude of the current source. It is easy to work with 
via currents instead of voltage droop, since currents can be 
summed independently at the vias from the current sources. 
The characterization data is maintained as a library for use by 
the fault extraction tool. 
 

3. Peak current computation 
Given a logic block in the design, an estimate of the peak 

switching current is needed, so that via currents can be esti-
mated using the characterization library described above.  

One way to do this for standard-cell blocks is to use a 
circuit simulator to create a table of peak Vdd and Vss cur-
rents for different values of output load and input slope. A 
typical current waveform for an inverter is shown in Figure 6.  

 
 
This step can be made part of cell library characteriza-

tion. This information is stored in a tabular form. Regression 
analysis on tabulated results can produce parameterized 
equations for peak current computation based on the type of 
cell, its load and input slope conditions.  
 A second approach is to create analytical equations 
for peak current based on total charge (C*Vdd). This re-
quires knowledge of waveform shape. Kayssi [3] and Wang 
[4] have derived analytical models for these waveform  
shapes. Based on our simulations we have found that for 
small loads, the current waveform can be approximated to 
sine2 . For medium loads, a piece-wise linear (PWL) triangu-

Figure 4  Voltage droop by source current 

Figure 5  Current contribution of vias by distance 
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Figure 6  A Current  waveform for an Inverter 



lar wave form is needed while for much larger loads trape-
zoidal waveforms need to be used. 
 

4. Analysis for Fault Extraction 
The first extraction step involves computing the worst-

case currents at each via of the power grid, given a fully 
placed and routed design. Based on a minimum current 
threshold, a list of problem vias is then extracted. 

 

4.1 Layout information  
Physical placement of the logic blocks along with the 

coordinates of the power grid vias is required for spatial dis-
tribution of the currents. Local routing information is needed 
to go from a via to the logic blocks fed by the via. 

 

4.2 Timing information 
 The slack on logic block outputs is used to identify po-

tential fault sites for power supply switching fault model. 
Other information such as load capacitance and slope are 
useful for picking the aggressors and estimating peak current. 

 

4.3 Worst-case Via current computation 
Once the peak currents are computed for each logic 

block, as explained in section 3. They are spatially distributed 
to the neighboring vias. The spatial distribution is obtained 
from a look-up table that is created during power grid charac-
terization phase. The Vdd or Vss currents are summed sepa-
rately and maintained at each via. 
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Figure 7 Algorithm for finding peak via current 

 
A list of logic blocks that contributed current to a spe-

cific via is also maintained. We call this list the feed region 
for the via. A list of logic blocks that are directly connected 
to this via is also maintained. It should be noted that this list 
is a smaller subset of the first. Algorithm for current summa-
tion and feed list construction are shown in Figure 7. 

A minimum current threshold is chosen based on voltage 
droop magnitude. Vias, whose total current is below the cur-

rent threshold are discarded. A maximum slack threshold is 
also determined based on the design frequency. From the list 
of logic blocks that are directly connected to the via, if the 
slack on the logic block output exceeds the slack threshold, it 
is removed from this list. After this step, if the list is empty, 
the via can be discarded, since the voltage droop at this via 
does not affect any critical path. Fault extraction steps are 
shown in Figure 8. 
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Figure 8 Algorithm for fault extraction 

 

5. Fault Modeling 
The effect of voltage droop caused by simultaneous 

switching of logic blocks is modeled as a delay fault. Since 
this droop is a local phenomena around the saturated via, the 
signal transitions in the region will be slowed down. This 
fault can be modeled in the fault simulator as STR (slow-to-
rise) or STF (slow-to-fall).  

 

5.1 Overview of Generalized Fault Model (GFM) 
GFM was developed in our earlier work [1] to repressent 

faults in a simple, yet flexible manner that is suitable for fault 
simulation and ATPG. In GFM construct, a fault refers to 
either a physical defect such as a bridge defect or a problem-
atic behavior such as a cross-talk fault.  

Similar generic fault formulations have been proposed in 
pattern fault [5] and fault-tuples [6]. 

A GFM fault consists of one or more fault atoms. A fault 
atom represents a facet of the defective behavior. For exam-
ple, a power supply switching fault on a fan-out stem may be 
detected at either of the fan-out sink nodes or a combination 



of those nodes. We  call out each behavior as a separate 
atom. Therefore, by definition, if a fault atom is detected, 
then the fault is detected. The fault atoms within a fault are 
ranked in terms of their analog behavior. For example, if one 
atom represents 30 mA of via current at certain via and an-
other atom represents 25 mA, then detecting the first atom 
gives a test of better quality. Thus we transform the analog 
quality to a sorted priority order among atoms.  

 

5.2 Power supply switching fault modeling 
Each via that is considered for fault modeling has a list 

of logic blocks that are current sinks. Let us call this aggres-
sor list. The via also contains a list of logic blocks that are in 
its feed region. We will call this victim list. In the extraction 
step, we have already discarded some vias based on total 
aggressor current and victim slack. 

We can form several fault atoms by combinations of ag-
gressors that meet this threshold, provided that the victims 
are part of the combination. The atoms are sorted according 
to the total  via current. The first atom in this fault is the best 
choice in terms of fault simulation or test generation, since it 
creates the worst droop. 

For each atom, a condition list is constructed from the 
aggressors, requiring a transition (0->1 or 1->0) depending 
on the via type (Vdd or Vss). The victims will now have 
transition fault (STR or STF). It should be noted here that 
victims are part of condition list by construction. 

 

 
 

 
 
The example in Figure 10 shows the placement of four 

cells on a power grid. The horizontal metal layer is M2 and 
the vertical layer is M3.  For the sake of simplicity we will 
ignore the ground wires and consider only the power (Vdd). 
The via of interest is shown as a gray circle under cell bound-
ing box of G2 and connects M2 and M3 vertically. Gates G1 
and G2 are powered directly by this via. Gates G3 and G4 
also influence this via,  but not directly connected to it.  

To maximize the droop in this via, all four cells must 
have a 0->1 transition, as shown in the figure by a rising 
pulse. The impact is assigned to only G1, since it has a small 
slack (on critical path). 

A GFM representation of the Example is shown in Fig-
ure 11. There are several combinations of G1,G2,G3 and G4 
are possible, out of which fault atom 1 provides the combina-
tion that  induces maximum droop on the target via. If we 
ignore the cells G3,G4 that are farther away  and have a 
smaller contribution to the via current, fault atom 2 can be 
formulated which only considers cells G1 and G2. 
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6. Tool Flow 
The fault extraction and simulation flow is shown in 

Figure 12. The procedure described in this paper has been 
implemented for standard cell based design.   

 

Figure 12 Tool flow for fault model extraction and  simulation 
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Figure 10 Example showing cells against power grid 
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Figure 11 GFM Representation of  Power Supply Switching 
Fault 



7. Results 
The tool flow was exercised on a standard cell based mi-

croprocessor design block consisting of approximately 
128,000 cells covering an area of 2300X1000 microns. 

Fault extraction was performed on the Vdd rail for  the 
lowest via layer, via2 (M2-M3). The maximum via current 
distribution is shown in Figure 13.  

 

 

 

 

 

 

 

 

 

Figure 13 Histogram of peak via current over all vias 

 

It can be seen from the figure that the distribution has a 
long tail with a small number of vias that have large current.  
This is the focus for fault extraction.  
 

 
 

 
 
Figure 14 shows the same via current data as a thermal 

map on the actual design block floor plan. The red and yel-
low regions correspond to the high current vias.  

A number of fault extractions were performed by vary-
ing the extraction conditions. Typically the via current 
threshold was set at 80% of the maximum. We also pruned 
any cell that contributed less than 10% of the total via current 
from the aggressor list. When the slack threshold was set at 
140ps, the extracted fault list consisted of only 69 faults. In 
this fault list, the the largest number of aggressors for a fault 
was 13 and smallest 4 while an the average number of agree-
sors for a fault was 6.9. Setting a higher threshold results in 

fewer faults (33 faults at 85%, 14 faults at 90% and 4 at 
95%)  that represent the tail of the distribution in Figure 13. 
Reducing slack tolerance increases the number of faults. At 
70ps, only 82 faults are selected. This attests to high degree 
of localization and selectivity of the proposed modeling 
technique. Further, given the relatively small number of ag-
gressors, test pattern generation for power droop is more 
likely to be successful. 

 

8. Summary 
In this paper it was shown that power supply switching 

noise is getting worse with technology scaling. We illustrated 
with data that delay sensitivity to power supply noise is also 
deteriorating. Compounding of these trends create unin-
tended delays that are not currently modeled in static timing 
analysis. A methodology for analyzing where such excessive 
power supply noise may be located was presented. Since, 
power droop is also related to board and package level in-
ductances, in an ideal solution, they should be incorporated 
as well. However, such droop does not typically have large 
spatial distribution. Thiis technique provides spatial localiza-
tion for problem areas. In absence of proper modeling, one 
needs to inspect millions of power supply switching nodes. 
Analysis and pruning  techniques presented here yield a small 
set of critical faults. An encoding technique of the faults to a 
general construct called GFM was used for simulation and 
ATPG purposes. Untestability analysis, Fault simulation and 
ATPG infrastructure is under development. Initial results on 
fault extraction were reported. Silicon validation of results is 
under progress. 
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