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Abstract

This paper addresses the well known difficulty of apply-
ing model order reduction (MOR) to linear circuits with a
large number of input-output terminals. Traditional MOR
techniques substitute the original large but sparse matri-
ces used in the mathematical modeling of linear circuits by
models that approximate the behavior of the circuit at its
terminals, and use significantly smaller matrices. Unfortu-
nately these small MOR matrices become dense as the num-
ber of terminals increases, thus canceling the benefits of size
reduction. The paper introduces a model reduction tech-
nique suitable for circuits with numerous terminals. The
technique exploits the correlation that almost always exists
between circuit responses at different terminals. The corre-
lation is rendered explicit through an SVD-based algorithm
and the result is a substantial sparsification of the MOR ma-
trices. The proposed sparsification technique is applicable
to a large class of problems encountered in the analysis and
design of interconnect in VLSI circuits. Relevant examples
are used to analyze and validate the method.

1 Introduction

Model order reduction (MOR) has become an estab-
lished technique to analyze and compress modeling infor-
mation on linear circuits and systems. MOR relies on the
fact that in a vast array of applications we are only interested
in the behavior of the circuit at its input and output termi-
nals. Moreover, the number of these inputs and outputs is
much smaller than the total size of the state vector (approx-
imated by the number of circuit nodes). For example in the
analysis of delay or noise in on-chip interconnect we study
the propagation of signals in the wires that connect logic
gates. These wires may have numerous features: bends,
crossings, vias, etc., and are modeled by circuit extractors
in terms of a large number of connected circuit elements:
capacitors, resistors and more recently inductors. Neverthe-
less we are only interested in signal behavior at the inputs

and outputs of the gates. MOR techniques generate compact
models of the circuit that approximate well circuit behavior
at the input and output terminals but renounce modeling of
behavior at internal nodes.

Unfortunately the efficiency of model order reduction
degrades as the number of external terminals to the circuit
increases. The reason for the degradation is fundamental.
A multi-terminal circuit is described by an m � m matrix-
valued transfer function, where m is the number of external
terminals. Each entry in the transfer function matrix char-
acterizes the interaction between a pair of two terminals,
O
�
m2 � of such interactions. Moreover, in general, there is

no basis to the assumption that any of the interactions is
magnitude-wise insignificant, therefore the matrix-valued
transfer function must be assumed to be fully populated.
Any reduced-order model must approximate in some sense
this matrix-valued transfer function. Therefore unless some
special properties of the circuit are exploited, the complex-
ity of the reduced order model is at least O

�
m2 � , which for a

circuit with numerous inputs and outputs may approach or
even surpass the complexity of working with the original,
un-reduced, circuit equations.

This paper proposes a method, SVDMOR, that exploits
exactly such a property that occurs in a large class of prac-
tical applications: In most cases there is a significant cor-
relation between the O

�
m2 � entries of the matrix transfer

function. This correlation is exploited to produce reduced
order models that can be computed and stored with much
lower complexity.

The next section formalizes the problem mathematically.
Next, Section 2 introduces and justifies the SVDMOR algo-
rithm. Section 3 illustrates the new algorithm on a relevant
circuit example.

2 Problem formulation

First, we briefly summarize the essence of MOR meth-
ods. We are interested to compute the reduced-order model
for a linear circuit characterized by a large number of in-
put/output terminals. The general state-space formulation
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of the circuit is

C
d
dt

x � Gx � Mu (1)

y � NT x

Here C, and G, are n � n matrices describing the reactive,
and dissipative parts of the circuit respectively. M is a n � p
matrix that defines the input ports, and N is a n � q matrix
that defines the outputs. For most circuits these matrices are
quite sparse.

A large class of MOR methods operate on the Laplace-
domain transfer function of the multi-port circuit. The
Laplace transform of the input output transfer function has
the expression

H
�
s � � NT � G � sC ��� 1M � (2)

and is in fact a q � p matrix-valued rational function.
Padé-based MOR algorithms [1, 4, 3, 2, 5], operate on

the original circuit matrices G � C � M � N, and compute mod-
els described by smaller matrices. The transfer function
of the reduced-order models approaches the original in the
Padé approximation sense

H
�
s �	� Hl

�
s � � NT

l
�
Gl � sCl

� � 1Ml 
 (3)

In this reduced-order model (3) Gl and Cl are l � l matrices.
where l depends on the number of I/O ports and the order of
approximation. Typically, l is much smaller than n, the size
of the original system matrices and, therefore the reduced-
order model is expressed in terms of significantly smaller
matrices.

However, reduced-order model matrices may be much
denser. The number of non-zero entries in the reduced-order
model matrices is increasing rapidly with the number of I/O
ports and is of order O

�
pq � , while for typical circuits, the

system matrices G and C are very sparse, having a number
of non-zero entries of order O

�
n � . This situation causes the

benefits of model-order reduction (compactness and com-
putational efficiency) to vanish rapidly as the number of I/O
ports is increased. In the sequel, we introduce a procedure
which exploits the structure of a wide class of transfer func-
tions and can often result in compact reduced-order models
even for circuits with large numbers of I/O ports.

3 Algorithm description

We start with some algebraic manipulation, which is
common to almost all model-order reduction methods. Let
G � QJQT be the LDLT decomposition of the symmetric
G matrix, where J is a simple matrix, block diagonal with
1 � 1 and 2 � 2 diagonal blocks. When G is a symmetric

positive definite matrix we perform the Cholesky decompo-
sition and J becomes just the identity matrix.

H
�
s � � NT � G � sC � � 1M

� NT �Q �
J � sQ � 1CQ � T� �� �

A

� QT � � 1M

� NT Q � T � J � sA � � 1Q � 1M

The transfer function reduces to the standard form

H
�
s � � LT � J � sA � � 1R (4)

where A � Q � 1CQ � T , L � Q � 1N, and R � Q � 1M. In gen-
eral we are interested to maintain the symmetry of the for-
mulation. Therefore we introduce the n � �

m � p � q � ma-
trix B obtained from the juxtaposition of matrices L and R,
B � � LR � . Using selection matrices EL and ER we can re-
cover the original L and R matrices

L � BEL (5)
R � BER

The transfer function can now be expressed in terms of the
juxtaposed matrix B

H
�
s � � ET

L BT � J � sA � � 1BER (6)

where the underlined middle part of the expression is sym-
metrical.

The matrix B encodes all the input/output port defini-
tions. Obviously in many applications all the inputs and
outputs are not independent. On the contrary, typically there
is a large degree of correlation between the various inputs
and outputs. Such a correlation would manifest itself in
the matrix B having highly dependent entries, or in other
words with B being well approximated by a lower rank ma-
trix. Note that in our formulation, B only contains DC (zero
frequency) information on the system and the sparsifica-
tion will be based on correlation that manifests itself at DC.
The algorithm can be extended to use more complicated re-
sponse correlations.

The low-rank approximation to B is computed through
the singular value decomposition, (SVD),

B � UΣV T (7)

where Σ � diag
�
σ1 � 
�
�
 � σm

� , and U and V are orthogo-
nal matrices. In many important situations there will be a
relatively small number of dominant singular values, say
σ1 
�
�
 σr � r ��� m, and the error caused by setting the re-
maining singular values to zero, will be relatively small. In
these cases

B � UΣV T � UrV T
r (8)
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Figure 1. DC response of mesh

and Ur and Vr are n � r and r � r matrices respectively. The
transfer function becomes

H
�
s �	� ET

L Vr UT
r
�
J � sA � � 1Ur� �� �
Hr

�
s �

V T
r ER (9)

The standard model order reduction technique [1, 4, 3, 2, 5]
can now be applied just to

Hr
�
s � � UT

r
�
J � sA � � 1Ur (10)

which is just a r � r matrix transfer function, and obtain
H̃r

�
s � . The complete transfer function is approximated by

H
�
s ��� ET

L VrH̃r
�
s � V T

r ER (11)

where all the matrices involved have O
�
r2 � non-zero entries.

4 Examples

As an example we analyze an RC rectangular mesh such
as would result from the modeling of the on-chip power-
grid. The grid is quite regular, therefore we expect the re-
sponses of the signals to be highly correlated. We assume
that all the input nodes are on the left side of the mesh and
the output on the right side of the mesh. Assuming the mesh
is of size 20 � 50 the transfer function that the reduced-order
model needs to capture will be a 20 � 20 matrix-valued
transfer function. The zeroth order moment (the DC com-
ponent) and the first order moment (the Elmore delay) have
the following expressions

M0 � LT G � 1R (12)
M1 � LT G � 1CG � 1R

Figures 1 and 2 plot the entries of the two moment matrices
and shows that their entries, far from being random, exhibit
a high degree of correlation.
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Figure 2. Elmore delay of mesh
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Figure 3. Error of sparsification: DC

Figure 3 and 4 show the relative error incurred by a low-
rank approximation of the two moments. It turns out that a
rank-4 sparsification is very accurate

The algorithm described in the previous section produces
exactly such a low-rank approximation of matrix-moments.
Figure 5 shows the s-domain transfer function of 4 entries
entries of the transfer matrix, chosen to be as different as
possible. The solid lines represent the exact response as
obtained from solving the 1000-node circuit. The discrete
points represent the approximations of the same transfer
function by SVDMOR sparsification and by SyMPVL [1]
model-order reduction. As expected the SVDMOR sparsi-
fied model matches the original transfer function quite ac-
curately.

Conclusion
The paper introduced a new method, SVDMOR, for

model-order reduction of linear systems characterized by
a very large number of terminals. Previously, such sys-
tems were not amenable to reduction, since their so-called
reduced-order model, could become as complex to store and
evaluate as the original un-reduced model. This apparent
paradox is explained by the fact that reduced-order mod-
els for systems with large number of terminals are based
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Figure 5. SVDMOR vs. exact responses

on dense matrices while the original circuit equations are
written in terms of sparse matrices albeit much larger.

The SVDMOR method restores the sparsity of the
reduced-order model even in the cases when the number of
terminals is very large. The method exploits the correlation
between circuit responses at various network terminals, and
becomes more efficient as the correlation between circuit
responses is more pronounced.

While not a universal property of electrical circuits, such
correlations are characteristic to large number of practical
applications. As the examples analyzed in the paper indi-
cate, the SVDMOR method is particularly powerful in the
analysis of regularly structured circuits, often used in mod-
eling of power grids and buses.
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