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Abstract
With the increasing power density and heat-dissipation cost

of modern VLSI designs, thermal and power integrity has be-
come serious concern. Although the impacts of thermal effects
on transistor and interconnect performance are well-studied, the
interactions between power-delivery and thermal effects are not
clear. As a result, power-delivery design without thermal consid-
eration may cause soft-error, reliability degradation, and even
premature chip failures. In this paper, we propose a thermal-
aware power-delivery optimization algorithm. By simultane-
ously considering thermal and power integrity, we are able to
achieve high power supply quality and thermal reliability. For a
58 × 72 mesh as shown in the experimental results, our algo-
rithm shows that the lifetime of the optimized ground network
is 9.5 years. Whereas the lifetime of the ground network gener-
ated by a traditional method is only 2 years without thermal con-
cern.

1. Introduction
The ever-increasing demands for functionality and speed have

pushed the VLSI industry towards more aggressive scaling.
Since this trend leads to higher power consumption and current
density in interconnects, low-power design has become more and
more important. However, the relentless push for low-power de-
sign has been directed towards the decrease of supply voltage
which reduces noise margin. Power delivery noise is becoming
a crucial factor for determining the performance and the reliabil-
ity of VLSI designs. It has been shown that a 10% voltage drop
in a 0.18µm technology increases the propagation delay of the
gate up to 8% [14].

Traditional power/ground (P/G) networks design methodolo-
gies aim at minimizing the total wire area subject to Electro-
migration (EM) and IR-drop constraints. Two main physical
design approaches are available for improving the quality of
power-delivery: wire-sizing [16] [7] [6] [8] [18] [22] [20] [4] and
topology-optimization [13] [5] [17]. The major contributions of
these papers are based on the improvement of wire area and com-
putational speed.

Recent studies show that in modern VLSI designs, nonuni-
form temperature distribution on chips has become more and
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more serious concern [11] [2] [1]. Without thermal management,
thermal problems not only lead to timing failures but also de-
grade chip reliability. Therefore, the constraints of traditional
P/G distribution design which limit maximum current density
only depending on EM effect without addressing thermal effects
are not sufficient and may be too optimistic. The influence of
temperature factor on EM effect due to self-heating (SH) also
needs to be considered. Therefore, a new constraint which inte-
grates both EM and SH effects is needed.

The objective function of traditional P/G networks optimiza-
tions is to minimize the total wire area. Smaller the wire area,
larger the power consumption in the network. Larger power con-
sumption results in higher temperature in P/G networks. There-
fore, traditional design methods minimizing total wire area may
cause the degradation of chip reliability and timing failure in hot
spots. To cope up with the thermal and power integrity issues,
the objective function based on the trade-off between power con-
sumption and wire area in networks is needed.

In this paper, we propose an algorithm for P/G networks opti-
mization based on thermal and power integrity. First, a new self-
consistent constraint is defined and used to replace the EM con-
straint for the thermal reliability concerns. This self-consistent
constraint is based on the idea of finding maximum current den-
sity which satisfies both EM and SH effects [9] [10]. This ap-
proach is to avoid the unexpected reliability failures in hot spots.
Second, the objective function is based on minimizing the sum of
each wire’s weighted sum of average power dissipation and wire
area. This approach is to address power and thermal integrity is-
sues. The formulated optimization problem is convex and results
in more reliable P/G structure with comparable wire area. This
approach solves the reliability problem of wires in hot spots by
giving lower current density and wider wire widths.

The remainder of the paper is organized as follows. In Sec-
tion 2, reliability and thermal effects are discussed; in Section
3, self-consistent approach are described; Section 4 is thermal-
aware P/G networks optimization. Section 5 shows the experi-
mental results, which is followed by conclusion in Section 6.

2. Reliability and Thermal Effects
Thermal effects are inseparable aspects of electrical power

distribution and signal transmission through the interconnects in
VLSI circuits due to SH caused by the flow of current [2]. There-
fore, in P/G networks design, the EM constraint must simultane-
ously address the temperature factor which is determined by the
SH and heat spreading.
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2.1. Electromigration
EM is the transport of mass in metals under the stress of high

current density. This metallization failure is the main reliability
concern of high performance IC designs. The lifetime of metal
interconnects is modeled by Black’s equation [3]:

MTF =
A

j2
EM,eff

exp(
Ea

kBTm

) (1)

where MTF is the mean-time-failure, A is a constant which de-
pends on the geometry, jEM,eff is the effective ac value of cur-
rent density, Ea is the activation energy, kB is the Boltzman’s
constant, and Tm is the interconnect temperature. Detailed stud-
ies have shown that the effective ac value of current density for
unipolar stressing is the average current density jEM,eff = javg

[10] [19]. For the case of arbitrary bipolar signals like P/G net-
works system, the effective ac value of current density is given
by the Average Current Recovery (ACR) model [10] [19]:

jEM,eff = jACR =
1

T

[
∫ T

0

| j+(t) | dt− γ

∫ T

0

| j−(t) | dt

]

, (2)

where jACR is the current density of the ACR model, γ is the re-
covery parameter (< 1) of the ACR model. It heuristically ac-
counts for the degree of healing of EM void damage that occurs
when the current density changes sign.

If the goal of design is to achieve 10 years of operation life-
time under the current density jEM,ref at temperature Tref , the
lifetime restriction in Eqn. (1) must satisfy

exp( Ea

kBTm
)

j2
EM,eff

≥
exp( Ea

kBTref
)

j2
EM,ref

. (3)

Then EM constraint can be defined as follows:
• Electromigration constraint

| jEM,eff | ≤ | jEM,ref| exp

(

Ea

2kBTm

− Ea

2kBTref

)

= jEM,max(Tm), (4)

where jEM,max(Tm) is the maximum current density of a
wire with temperature Tm, satisfying the required lifetime
under the current density jEM,ref at temperature Tref .

Current density jEM,max is a function of the wire tempera-
ture. However, traditional design methods suppose that jEM,max

is independent of wire temperature. The resulted design is not ro-
bust to the nonuniform temperature distribution.

2.2. Self-Heating
Current flowing through metal wires dissipates heat and in-

creases the wire temperature. This phenomenom is referred to as
SH or Joule heating and has become more serious issue due to
the introduction of the low-k materials and the increase of 3-D
thermal coupling [11].

Figure 1 shows a metal wire with one end connected to the
substrate through a contact, in which the width, length, thick-
ness, and thermal conductivity are wm, lm, tm, and Km. The
thickness and the thermal conductivity of the underlying insula-
tor are tins and Kins. The wire resistivity is temperature depen-
dent and is described as follows:

ρm(Tm) = ρo[1 + β(Tm − To)] (5)

where ρo is the wire resistivity at reference temperature To and
β is the temperature coefficient of resistivity.
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Figure 1. A wire connected to the substrate.

Within a short distance to the contact, the temperature distri-
bution is spatially dependent and temperature will increase from
contact end temperature Tsub to far end temperature Tm. This
distance is defined as characteristic length λ [15]. A thermally-
long wire is a wire whose length is longer than λ. For local wires,
most of the wire lengths may not be thermally-long. The temper-
ature increase in these layers is not obvious. However, the tem-
perature increase in global P/G networks cannot be ignored.

The temperature increase in wire compared to the substrate
due to SH can be expressed as [15]:

∆TSH = Tm − Tsub =
j2
rmstinstmwmρm(Tm)

Kinswe
m

, (6)

where Tsub is the substrate temperature and we
m is the ef-

fective thermal width which can be approximated by
[1 + 0.88(tins/wm)] wm. When (wm/tins) > 0.4, we

m is
within 3% accurate. The effective thermal width we

m is al-
ways greater than wm, and approaches wm when wm � tins.

Since EM is the main reliability concern and it is a function
of wire temperature, EM must be addressed together with ther-
mal effect which is caused by SH effect.

3. Self-consistent Approach
There is a maximum solution of current density called self-

consistent solution satisfying both EM and SH effects [9] [10].
In this section, the proposed self-consistent constraint supplies
an integrity approach of EM and thermal reliability.

3.1. Self-Consistent Solution
For a unipolar signal with duty cycle r, the average current

density is related to peak current density by javg = rjpeak , and
the rms current density can be expressed as jrms =

√
rjpeak .

The relationship between javg and jrms can be expressed as
r = j2

avg/j2

rms. For the case of a bipolar signal, the duty cy-
cle is replaced by the effective duty cycle reff defined as

reff =
j2
EM,eff

j2
rms

=
j2
ACR

j2
rms

. (7)

The maximum current density satisfying EM reliability and
SH effects can be computed by applying j2

EM,eff in Eqn. (3)
with equality and j2

rms in Eqn. (6) into Eqn. (7). The self-
consistent equation can be expressed as

reff = j2
EM,ref

exp( Ea

kBTm
)

exp( Ea

kBTref
)

tinstmwmρm(Tm)

(Tm − Tsub)Kinswe
m

. (8)

The self-consistent temperature Tm of the wire can be obtained
for a given reff , which is a wave-shape parameter. Once the



the self-consistent temperature Tm is obtained, the correspond-
ing self-consistent current density jpeak can also be derived ei-
ther from Eqn. (6), or Eqn. (3) with equality.

3.2. Self-consistent Constraint
A graphical solution of SH and EM with respect to jpeak and

Tm is shown in Figure 2 for illustrative purposes. Substrate tem-
perature is assumed to be at 100 oC. In order to satisfy the re-
quired MTF, e.g., 10 years, the current density and wire tem-
perature must satisfy Eqn. (3) under given jEM,ref at tempera-
ture Tref , including the line A-B-E for 10 years of lifetime and
the area below the line A-B-E for lifetime more than 10 years.
For SH effect, the current flowing through the wires and caus-
ing temperature increase follows Eqn. (6), which is the curve D-
B-C. Note that the MTF on curve D-B-C decreases from point D
which has more than 10 years to B which has exactly of 10 years
to further less than 10 years at point C. The simultaneous solu-
tion of Eqn. (3) and Eqn. (6) is the curve D-B and has maximum
values of jpeak and Tm at B.
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Figure 2. A Graphical solution of EM and SH.

For the traditional design, current density is restricted by EM
constraint, Eqn. (4), to satisfy 10 years of MTF under given
jEM,ref at temperature Tref without considering wire temper-
ature. The value of jEM,max in Eqn. (4) could be at any point
in line A-B-E. If such value is bigger than the self-consistent so-
lution, the MTF of wire is lower than expected due to higher
temperature this jpeak has generated. If the value of jEM,max is
smaller than the self-consistent solution, the resulted wire area
may be overestimated because the current density of wires can
be bigger. Therefore, we propose a novel approach which re-
places the EM constraint with a self-consistent constraint on the
P/G networks optimization.

• Self-consistent constraint
Current density of each wire has an upper bound

| j | ≤ jsc, (9)

where jsc is the current density of one self-consistent solu-
tion. For the given duty cycle, all points lie on D-B are so-
lutions, and point B is the maximum solution, Eqn. (8).

4. Thermal-Aware P/G Networks Design
In this section the proposed thermal-aware P/G networks op-

timization algorithm is presented.

4.1. Problem Formulation
Suppose that a P/G network G = {N, B} consists of m non-

ground nodes N = {1, ..., m} and n branches B = {1, ..., n}.
The currents drawn from the circuit blocks to G are modeled as
time dependent current sources. The first and second moments
of the current variables, as well as the correlation between the
currents, are known. Each wire is modeled as a resistor. There-
fore, the P/G network forms a very large scale linear resistive
network. The current and voltage drop in branch k are denoted
as ik and vk . The nodal voltage at node k is Vk, and the exter-
nal current source drawn from the block at node k is denoted
Ie
k . The width, length, and thickness of the wire branch k are

wk, lk and tk, respectively. The conductance of the branch k is
gk = wk/ρslk, where ρs = ρm(Tm)/tk is the sheet resistiv-
ity and depends on the wire temperature. The current density in
branch k is jk = ik/wktk.

The network behavior is described by a set of nodal equa-
tions GnVn = In, and the branch elements are expressed as
GbVb = Ib, where Vb = [v1, . . . , vn]T is the vector of branch
voltage,Vn = [V1, . . . , Vm]T is the vector of nodal voltage, Ib =
[i1, . . . , in]T is the vector of branch current, In = [Ie

1
, . . . , Ie

m]T

is the vector of nodal current sources drawn from the block,
Gb = diag(g1, . . . , gn) is the branch conductance matrix, and
Gn represents the nodal conductance matrix. The relation be-
tween Gn and Gb is

Gn = AGbAT =

n
∑

k

wk

ρslk
akaT

k , (10)

where A is the incidence matrix which implies the KCL and
KVL, and ak is the kth column of A. The variables in the de-
sign are the widths wk of the network wires.

For the traditional P/G networks optimization, the objective
function is the total wire area A(w) =

∑n

k=1
lkwk subject to the

following constraints.

• IR-drop constraint
IR-drop is the voltage fluctuation due to the resistance of the
on-chip P/G networks. Therefore, e.g., the voltage fluctua-
tion from ground pads to the leaf nodes must be restricted

Vk∈Nleaf
≤ Vmax, (11)

where Nleaf is a set of leaf nodes and Vmax is the maxi-
mum voltage of ground bounce.

• Minimum-width constraint
According to the semiconductor processing, wire width has
a lower bound

wk∈B ≥ wmin, (12)

where wmin is the minimum wire width.

• Electromigration constraint ( Eqn. (4) )

An idea based on minimizing a weighted sum of power dissi-
pation in P/G networks and total wire area, P (w) + µA(w), was
proposed [4], where µ is a positive constant controlling the rela-
tive importance of both term. Here we give the physical meaning
of µ as ohmic power density. The physical meaning of optimiz-
ing P (w) + µA(w) implies that smaller the wire area, larger the
power dissipation in networks. Therefore, the traditional design
sacrifices power dissipation to save wire area. However, higher
power dissipated in networks causes higher temperature in net-
works.



4.2. Thermal-Aware P/G Networks Optimization
Our method is based on minimizing the sum of each wire’s

weighted sum of average power dissipation and wire area,
∑n

k=1
[Pk(w) + µkAk(w)], where Pk(w) and Ak(w) are the

average power dissipation and wire area of wire k, respec-
tively. Each wire can be assigned a different µk depending on
the maximum current density restriction. This problem is sub-
ject to the following constraints: IR-drop constraint, Eqn. (11);
minimum-width constraint, Eqn. (12); and self-consistent con-
straint, Eqn. (9). Note that the EM constraint is replaced by the
self-consistent constraint. Specifically, we consider the follow-
ing thermal-aware based optimization problem.

Problem TOP (Thermal-aware Optimization Problem)

minimize :

n
∑

k=1

[Pk(w) + µkAk(w)]

subject to : wk ≥ 0 (13)

Total power consumption in the objective function can be ex-
pressed as

∑n
k=1

Pk(w) = E[
∑n

k=1
ikvk] = E[

∑m
k=1

Ie
kVk]

= E[ IT
n G−1

n (w)In]. The expected value of the power consump-
tion is expressed in terms of widths, w, and current source drawn
from blocks, In, as [4]

E[ IT
n G−1

n (w)In] = TrΓG−1
n (w), (14)

where Γ = E[InIT
n ] is the second moment of the In, and Tr is

the trace of the matrix. Since TrΓG−1

n (w) is a differentiable con-
vex function of w, this problem is a convex optimization prob-
lem so it can efficiently be solved globally.

The problem TOP has the property that the optimal solu-
tion of each wire k is either zero width or has the rms cur-
rent density jk,rms =

√

µk/ρst2k. The necessary and suffi-
cient conditions for the objective function of problem TOP to
have optimal solution, subject to the constraint wk ≥ 0, are

∂
∂wk

(
∑n

k=1
[Pk(w) + µkAk(w)] ) = 0 for each wire k with

wk > 0, and ∂
∂wk

(
∑n

k=1
[Pk(w) + µkAk(w)] ) ≥ 0 for each

wire k with wk = 0. After similar derivation as in [4], we have
the following results

vk,rms = lk
√

ρsµk or jk,rms =
1

tk

√

µk

ρs

(15)

for each wire with wk > 0.
This property gives a hint for P/G design to satisfy self-

consistent constraint. For example, to have current density of
wire k with jk,rms, satisfying the self-consistent constraint in
Eqn. (9), it can be designed by assigning ohmic power density

µk = ρst
2
kj2

k,rms. (16)

Then the optimal solution for each non-zero wire has current
density jk,rms. Note that the current density of each wire need
not necessarily to be same, this property is different from that in
[4] and more practical. With the design of each wire having the
same current density, the resulted wire widths may be too big or
too small, and some of the nodes may have big voltage drop.

Next we will use the property of scaling to satisfy the IR-drop
and minimum-width constraints. Suppose a set of wire widths,
w, solves the problem TOP for a set of ohmic power density,
µ = {µ1, . . . , µn}. Then λw solves the problem TOP for µ/λ2,
where λ > 0 is the scaling facor. This scaling method only

changes the current density of each wire from jk to jk/λ. The
current flowing through each wire remains the same, and KCL
is still satisfied. With the scaling rule, the violation of minimum-
width or IR-drop constraint can be fixed. For example, the max-
imum allowed voltage drop is Vmax, Eqn. (11), but the solution
has the worst voltage drop Vsol > Vmax. Then λ = Vsol/Vmax

will be used to reduce the voltage of each node. For minimum-
width violation, the minimum allowed wire width is wmin, but
the minimum wire width of the solution is wsol. The scaling fac-
tor λ = wmin/wsol is used to increase the wire widths. Since
the current density of each wire decreases after scaling, the self-
consistent constraint will still satisfy.

However, the scaling method has potential drawbacks due to
the large maximum current density of each wire calculated from
self-consistent solution. First, the resulted wire widths can be
very small, and the scaling factor of minimum-width violation is
very large. Then the wire area after scaling becomes very large,
and this is not practical. Second, the wires with large current
density have large voltage drop because of vk = ρmjklk. This
is the source of worst case IR-drop violation. A simple tech-
nique can avoid these problems: giving an upper bound of the
self-consistent current density, jub, is helpful.

4.3. Design Algorithm

Algorithm 1: Thermal-Aware P/G Networks Design

Given
Effective duty cycle reff ;
Current sources In;
Initial w0 = 1;

Simulate substrate temperature profile T0
sub;

Iteration q ← 1;
repeat

Calculate self-consistent current density
jq
sc ← (wq−1, T q−1

sub );
Solve Thermal-Aware P/G Networks Optimization
{

Assign current density for each wire
jq
k ← min(jq

sc,k, jub);
Assign ohmic power density

µk ← ρst
2
k(jq

k,rms)
2;

Optimize problem TOP
min E[ IT

n G−1
n (w)In] +

∑n

k=1
µklkwk

s.t. wk ≥ 0
}
wq−1 ← wq ;
Simulate substrate temperature profile Tq

sub;
T q−1

sub ← T q
sub;

q ← q + 1;
until ‖ jq

k − jq−1

k ‖∞ ≤ δ
Wire widths w = wq ;

if ( IR-drop constraint is violated )
λ = Vsol/Vmax;
w← λw;

if ( Minimum-width constraint is violated )
λ = wmin/wsol;
w← λw;

Final wire widths w∗ = w

The thermal-aware P/G networks design algorithm is shown



in Algorithm 1. Suppose that the currents drawn are variables,
and the currents causing worst case IR-drop are included. The
initial wire widths and effective duty cycle are given. Accord-
ing to these information, the substrate temperature profile can be
simulated, e.g., by 3D Thermal-ADI [21]. According to the sub-
strate temperature profile and initial wire widths, maximum cur-
rent density of each wire that satisfies self-consistent constraints
is calculated, jsc. Assigning the current density of each wire ac-
cording to the calculated self-consistent constraint and the upper
bound, jub. After deciding the current density and ohmic power
density of each wire, solve problem TOP and obtain a set of
wire solutions. The new substrate temperature profile is simu-
lated again according to the new set of wire widths. Since the
assigned current density of each wire is according to the initial
wire widths and substrate temperature profile, this procedure is
repeated until the difference of current density of two consecu-
tive iteration reaches an error tolerance δ. After finding the solu-
tion, check the violations of IR-drop and minimum-width.

4.4. Computational Issues
Problem TOP can be translated into an unconstrained prob-

lem and can be solved with the barrier method. We use the log-
arithmic barrier method by augmenting the objective function
with a logarithmic barrier function.
Problem TOP-LBM (TOP with Logarithmic Barrier Method)

φ(w) = TrΓG−1
n (w) +

n
∑

k=1

µklkwk − β
n

∑

k=1

log wk (17)

Here β > 0 is referred to as barrier parameter [12]. This func-
tion is defined for each wire wk > 0, and it is smooth and convex
on its domain. The minimizer of problem TOP-LBM is subop-
timal of problem TOP with an accuracy of at least nβ. There-
fore, to solve problem TOP to an accuracy of ε, we need to have
β = ε/n. Instead of solving problem TOP, we solve problem
TOP-LBM repeatedly for a sequence of decreasing β until the
accuracy is achieved.

For the unconstrained minimization problem TOP-LBM, a
limited-memory aquasi-Newton lgorithm L-BFGS-B is used for
solving this problem [23]. It is useful for solving a large prob-
lem in which the Hessian is dense like our problem. L-BFGS-B
only needs the gradient, and for (17), it is

∂φ(w)

∂wk

= − 1

ρslk
aT

k G−1(w)ΓG−1(w)ak + µklk −
β

wk

. (18)

The numerical issues are in the following discussion. For the
first iteration in Algorithm 1, we scale the wire widths to make
power term TrΓG−1 and weighted area term

∑n

k=1
µklkwk

equal. After optimization, the scaled wire widths are translated
back to non-scaled wire widths. The initial value of β is set as
0.05(TrΓG−1)/n suggested by [4]. The β value is decreased by
a factor of 10 until nβ is smaller than the required accuracy.

5. Experimental Results
The proposed algorithm is implemented with C++ language

and executed on a computer with 1.6 GHz Intel Pentium 4 CPU
and 640 MB memory. The proposed optimization algorithm is
applied on the P/G networks design of an industrial test chip
with size 11.3mm × 14.4mm and power consumption 48W .

The P/G grid is 58 × 72 with wire length 200µm. The large
scale network problem can be extended by the multigrid tech-
nique, e.g. [20]. The ground nodes are placed at every 4 nodes
in the x and y directions. The minimum wire width is limited by
0.6µm. The power supply is 1.5V and the maximum IR-drop is
Vmax = 150mV . The sheet resistance is 0.027 Ω at tempera-
ture 120oC and the temperature coefficient is 6.8 × 10−3K−1.
We assume that wires have 10 years of operation lifetime un-
der the current density 106A/cm2 at 105 oC. The effective duty
cycle is 0.1. The initial guess of each wire is 1µm. We test the
thermal-aware P/G networks optimization method and compare
that with traditional methods without thermal integrity. The sim-
ulation results are shown in Table 1.

Thermal-Aware Yes No
Grid Size 58 × 72 58× 72

Total wires 8482 8482
Removed wires 2157 2255
Wire width (µm) 0.1 ∼ 33.5 0.1 ∼ 16.1

Minimum Lifetime (years) 9.5 2
Lifetime Violations (> 5%) 0 372
Target jrms (mA/µm2) 3.6 ∼ 7.5 7.5

Final jrms (mA/µm2) 3.6 ∼ 7.5 6.6 ∼ 8.9

Worst vrms mV 97.0 113.1
Area (µm2) 3.141 × 106 2.980 × 106

Runtime (sec) 1208 943

Table 1. Comparison of the P/G networks design
with and without thermal integrity.

First, the chip reliability by way of the histogram of wire life-
time is shown in Figure 3. Without thermal handling, there are
372 wires violating the 10 years lifetime and the minimum life-
time is only 2 years. In general, the violating wires are in hot
spots. With thermal integrity design, the lifetime of all wires is
within 5% of expected 10 years, and the minimum lifetime is
9.5 years. This 5% error comes from the experimental setting of
the stopping criteria δ in Algorithm 1. In this case, δ is set to
be 0.1mA/µm2. The minimum lifetime can be improved by de-
creasing δ, but the number of iterations will get increased.

If we allow each wire to reach maximum current density,
the lifetime of each wire should be 10 years. Due to the prac-
tical concerns as discussed, an upper bound of current den-
sity jub = 7.5mA/µm2 is given to avoid high current den-
sity wires. This can be observed in Table 1 for the case with
thermal integrity that wire rms current density is in the re-
gion 3.6 ∼ 7.5mA/µm2. For the case without thermal in-
tegrity, the EM constraint gives the target rms current density
7.5mA/µm2. However, the SH effect makes the final current
density in the region 6.6 ∼ 8.9mA/µm2 which is much higher
than the case with thermal integrity.

The worst value of rms voltage is 97 mV for the case with
thermal integrity, and 113.1 mV for the case without thermal in-
tegrity. These higher voltage nodes for the case without thermal
integrity are distributed in the hot spots. The average voltage is
55.64mV for the thermal integrity design, and 58.07mV for the
case without thermal integrity. From the discussion of wire reli-
ability, current density, and voltage distribution, the power deliv-
ery quality is better with the thermal-aware design. The area of
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Figure 3. The wire lifetime histogram for the case without (left) and with (right) thermal integrity.

thermal integrity design is only 5.4% larger.

Figure 4. Optimal solution of ground network
(Right) and temperature profile (Left).

According to the optimal solution, the simulated substrate
temperature profile is shown on the left of Figure 4. The tem-
perature distribution varies from 30 oC to 135 oC. Therefore, it
is important to consider thermal issue on P/G design to ensure
the reliability. The optimal ground network for the thermal in-
tegrity P/G network design is shown on the right of Figure 4.
It can be observed that some wires in the circles are dark due
to their wide widths. Comparing these two figures, it is obvious
that these wires are in the hot spots. The high temperature causes
wires to have low current density because of the self-consistent
constraint.

6. Conclusion
We presented a thermal-aware P/G networks optimization al-

gorithm which considers thermal and power-delivery integrity
issues. This design method improves power delivery quality
and thermal reliability. The major advantage of the proposed
algorithm is its ability to handle the thermal issues. The pro-
posed self-consistent constraint gives a maximum current den-
sity which simultaneously accounts for both EM and SH ef-
fects. In addition, the power-area tradeoff approach can improve
the thermal reliability through wire current density controlling.
The experimental results show that the thermal-aware design im-
proves thermal reliability and power delivery quality from the
comparison of wire lifetime, voltage drop distribution, and wire
rms current density.
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