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ABSTRACT

Noise analysis and power distribution network reliability as-
sessment is extremely important in deep sub-micron digital
and mixed-signal circuit design. Both relate closely to the
nonlinear loading impact of digital circuits. Consequently,
accurate estimation of the latter is critical. In this paper,
we present extraction techniques that automatically generate
a family of small, time-varying macromodels for digital cell
libraries, at the time of their library characterization. Our ap-
proach is based on importing and adapting the Time-Varying
Padé (TVP) method, for linear time-varying (LTV) model re-
duction, from the mixed-signal macromodelling domain. Our
approach features naturally higher accuracy than previous
ones, and in addition, offers the user a tradeoff between ac-
curacy and macromodel complexity. A key attraction of our
approach is that it can be merged into cell library extrac-
tion methodologies to produce accurate-by-construction noise
models for digital blocks. Simulations and comparisons con-
firming the efficacy of our approach are provided.

I. INTRODUCTION

In digital and mixed-signal circuit design, noise analysis
and power distribution network reliability assessment play in-
creasingly important roles. In the future, two technology
trends will make them even more important. First, there is an
increasing trend for system-on-a-chip (SoC) designs for low
system cost, reduced area and low power consumption. Such
designs give rise to signal integrity problems between noisy
digital circuits and sensitive analog sections. A major noise
source is simultaneous switching noise (SSN) or delta-I noise,
due to the inductance effects

���������	�
[2]. With millions of

transistors on a single chip, the SSN can easily reach hundreds
of millivolts. Secondly, as digital technology advances, the av-
erage current entering the chip increases, and the supply volt-
age levels go down [1]. As a result, the inductance effects
and the resistance of power supply network introduce poten-
tially large voltage drop, which can have severe impact on the
circuit performance [11], because the reduced supply voltage
gives rise to limited noise margin.

To assess and avoid such problems, noise analysis and
power distribution network reliability assessment need to be
conducted. It is evident that both are closely related to IR drop
and

�
�	�����	�
. Consequently, accurate estimation of current

drawn by digital circuits consists of a critical component. As
the power distribution relies on the currents drawn, the cur-

rent drawn also relies on the power supply voltage. Therefore,
accurate current estimation can only be achieved if the whole
circuit is taken into account, as illustrated in Fig. 1.
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Fig. 1. The switch activities in digital circuits continuously introduce noise
(shown as dashed line) to the power supply network, ground network and
substrate. Through these connections, noise impacts the performance of other
circuits on the same chip and even digital circuits themselves.

In principle, one could use the full SPICE model, but this is
impractical because the number of transistors in modern digi-
tal circuits can easily reach tens or even hundreds of millions.
Besides, the switching behavior of transistors is nonlinear in
nature. But this way would be the most accurate to solve the
problem. Therefore, people have tried to come up with much
faster/smaller/simpler models which are still reasonably ac-
curate, but are orders of magnitude faster. Here, we provide
a brief review of the previous relevant approaches. In [12],
Shepard and Kim presented a state diagram for estimating the
body-potential of partially-depleted silicon-on-insulator (PD-
SOI) FETs. To estimate the current injected to the substrate,
Heijningen et al developed a macromodel that consists of a
current source acting as a noise source, which is obtained by
running the SPICE model for each gate [13]. Chen and Ling,
in [4], created a model for each individual digital block. The
model utilizes capacitors controlled by ideal switches to imi-
tate the switching behavior of digital cells. The model devel-
oped by Dharchoudhury et al employs independent time vary-
ing current source that is stored in a cell library for each cell
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[5].
By replacing the SPICE model of digital blocks with their

corresponding macromodels, all of them considerably speed
up the computation. However, modeling MOSFETs as capac-
itors may result in loss of the device properties; and modeling
nonlinear devices as independent time varying current sources
without considering the interaction between the currents and
power supply voltage introduces errors. It is worth mentioning
that all the models are derived manually from SPICE model
and their accuracy highly depends on the researchers’ deep
understanding of the physical nature of the digital circuits. To
our best knowledge, to date, no-one appears to have looked
into methods that automatically generate simpler models for
substrate noise analysis and power supply network evaluation,
starting from the SPICE-level circuit descriptions.

In this paper, we propose and demonstrate a fundamentally
new approach towards creating good simple models for esti-
mating SSN and IR drop in power supply network. The key
idea is using algorithms to automatically generate small sim-
plified models from the SPICE-level descriptions of digital
cells. Using this method, each digital cell containing one or
more nonlinear devices is converted into a LTV macromodel,
which can be extracted off-line, stored in a cell library, and
incorporated into a chip-level power distribution network rep-
resentation. The advantages of such an approach include: i)
automatic (as opposed to manual) generation. Cell design-
ers have the SPICE circuit anyway, which is used for char-
acterization. Simple models can be automatically generated
as a part of the the characterization phase. ii) accuracy. Our
macromodel extraction automatically takes into account, and
is algorithmically based on, the important second-order ef-
fects, directly from the SPICE MOSFET model level (e.g.,
BSIM). Therefore, the accuracy does not depend on the knowl-
edge/understanding of the cell designer, as opposed to ex-
isting manually generated macromodels. iii) opportunity to
trade-off model complexity for accuracy. This can be achieved
by adjusting the prescribed order of the macromodel and the
time step of the transient analysis. and iv) drop-in replace-
ment. Each digital cell can be represented by its corresponding
macromodel generated off-line and stored in the cell library.
However, the proposed macromodel is input pattern depen-
dent, just the same as the model in [5]. For our noise analysis
purpose, we prefer to store a macromodel with a pattern that
can drive the cell to draw the largest current.

Capturing the switching nonlinearities by the time-varying
Padé (TVP) method developed in [8], our macromodel also
employs order reduction techniques. As a result, the chip-
level power distribution network representation employing
our macromodels is considerably less computation- and time-
demanding, in comparison with that based on the SPICE-level
models. Moreover, different from the existing macromodel
approaches, our method allows for the integration of individ-
ual macromodels with imperfect power supply and/or ground
bounce, and is thus able to capture the current change induced
thereof. The simulation results confirm that: compared to
SPICE model, our macromodel approach is up to 580 times
as fast; compared [5], ours is up to 45 times as accurate. In a
nutshell, our macromodel extraction requires small changes to
cell characterization methodology, but enables generation of
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Fig. 2. (a) Simplified system-level circuit with perfect power supply and
ground for macromodel extraction in [5], see also (1); (b) Realistic system-
level circuit with noisy power supply and ground, see also (2).

bottom-up accurate-by-construction models for power supply
and substrate noise analysis.

The rest of the paper is organized as follows. In Section II,
the macromodel will be developed. In this section, we will
also give a brief review of TVP. Macromodel examples, to-
gether with simulations and comparisons, will be presented in
Section III. Finally, concluding remarks will be given in Sec-
tion IV.

II. MACROMODEL FOR CURRENT ESTIMATION

As mentioned before, two macromodels are prevalent in es-
timating currents drawn by the digital cells [4, 5]. To imitate
the switching behavior of digital cells, the model established
in [4] uses capacitors that are controlled by ideal switches;
whereas the one in [5] uses time varying current sources. By
replacing the digital cells with their corresponding macromod-
els, both [4] and [5] considerably speed up the computation. It
is evident that the former ignores the switching behavior of
digital circuits; and the latter is a solution of

��������� �����
� � ��� ����� ���������� �� ���"!$#�%&� ���
��')(*�+� ���&!

(1)

over a time period (usually a clock cycle), for each digital cell
connecting to the perfect ground and power supply, as shown
in Fig. 2(a). In (1),

�� �� ���
is the logic inputs of the digital cell;�+� ���

is a ,.-0/ vector containing a total of , unknown node
voltages and branch currents;

����12�
and � ��1 � are nonlinear func-

tions describing the charge/flux and resistive terms in the cell,
respectively; the system output

# % � ���
is the current drawn; and'

is the vector that link the output to the rest of the system. No-
tice that power supply (and/or ground) voltage variation is not
included in (1), which implies that no interaction between the
device current and the supply voltage is captured. In the past,
the error incurred by ignoring such interaction was thought
small when voltage drop is no more than 10% of the ideal
power supply voltage [5]. However, our experiment shows
that when the power supply voltage drops 10% from (the ideal
value) 2 3 in a 0.25 4 m technology, the peak current through an



inverter changes more than 30%. Unfortunately, such an error
is inherited to any power noise analysis methods utilizing the
model as in [5]. The demand for accurate current estimation
calls for a macromodel with satisfactory accuracy and afford-
able complexity. To derive such a macromodel that captures
also the nonlinear switching behavior, let us start with system
equations that describe more accurately the digital cells.

As depicted in Fig. 2(b), power supply noise and ground
bounce can be modeled as small system inputs, in addition to
the large signal vector

�  � ���
. Gathering the small inputs into a

vector � � ��� , a nonlinear system driven by both
�  � ���

and � � ���
can be obtained as follows:
��� � � � �����

�	� � � ���+� ������� �� �� ��� � � � � ���&! # % � ����� '*()� � ���"! (2)

where
�

is the matrix that links the small-signal inputs to the
rest of the system. Notice that different from (1), now the sys-
tem output

# %&� ���
is the current drawn induced not only by the

logical input of the digital cell
�� �� ���

, but also by the power sup-
ply noise and ground bounce captured by � � ��� . For simplicity,
we will take � � ��� and

# % � ���
to be scalars and consider only the

power supply noise hereafter. With � � ������� � ���
being a scalar,�

becomes a vector
�
.

Evidently, solving (2) directly can yield the accurate current# % � ���
, provided that � � ��� is known. Notice that � � ��� relies on

all digital cells that are connected to the same power supply
distribution network. As a result,

# % � ���
for each digital cell

can only be obtained by solving (2) for all cells, and treating
� � ��� as nuisance unknown. In a realistic setup, however, this
approach is not only time consuming, as will be shown by
simulations in Section III, but also computational demanding.
The latter renders direct solution of (2) not applicable to large
chip scales, whereas it is well known that modern chip design
can easily reach tens, or hundreds, of millions transistors.

To this end, we will develop a macromodel based on TVP
method. As shown in Fig. 3, the resultant LTV macromodel
consists of two major components: a current source

��� � ���
,

and a ODE system generating the current � � � ��� . The former
(
����� ���

) is the current that the digital cell consistently draws, as-
suming perfect power supply and ground. It is clear that

� � � ���
is independent of the voltage variation(s), and can be obtained
by solving (1), with

# %&� ���
replaced by

� � � ���
. The ODE system

in our macromodel turns out to be LTV, which acts as a cur-
rent source and the current � � � ��� is determined by the volt-
ages at node � and node 	 , i.e., voltage variations at ground
and power supply, respectively. To reach a model that is appli-
cable to large chip scales, we will also apply model reduction
techniques. As a result, the LTV ODE system contains only
/�
 /� nodes, which corresponds to a marked reduction in
comparison with hundreds of nodes in the original digital cell.
Summing up

����� ���
and � � � ��� gives rise to the total current� � ���
������� ��� � � � � ��� drawn by the digital cell from the noisy

power supply and grounds.
Starting from a brief review of TVP, we will next present in

detail the establishment of the macromodel from (2).

A. TVP

In [8], a general method called TVP for deriving small
macromodel from SPICE-level circuit descriptions was pro-
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Fig. 3. Proposed macromodel of a digital cell.

posed. Main application of TVP was mixed-signal/RF/analog
circuits and it was used there for mixers and switched-
capacitor filters. However, if appropriately adapted, TVP is
highly applicable to analysis and optimization of power supply
network and substrate noise analysis, i.e., reduction of large
digital logic blocks for SSN and IR drop prediction purposes,
as we develop and demonstrate here. In this section, we pro-
vide a brief review of TVP.

Separating the time scales of the small input
� � ���

and the
logic input

�� �� ���
, (2) can be re-expressed in MPDE form as:

� � ������
� ��� �

� � ������
� � � ��� ����+� � � ! � � �
� �  � � � � � �!� � � � �

"# % � � � ! � � �
��'*(#��+� � � ! � � �
# % � ���
� "# %&� �&! ���&!

(3)

where the hatted variables are bivariate (i.e., two-time scales)
forms of the corresponding variables in (2). In fact, it has been
proved in, e.g., [9], that any solution of (2) generates a solution
of (3).

In order to obtain the output linear in the input
� � ���

, we first
solve (3) when

��� � � � � � . This step is equivalent to solving
(1). With the solution denoted by

��%$�� ��� �
, the output is given

by
# % � ����� "# % � �&! ���
� ' ( ��&$ � ���

. Notice that
# % � ���

is nothing but� � � ���
in Fig. 3. Linearizing (3) around

��%$�� ���"�
, a linear MPDE

form can be obtained by :

� �(' � � � �)�* �
� ��� �

� �+' � � � �)�* �
� � � �-, � ���"�.�* � �!� � � � �

"# � ��� ! � ���
� ')(#�* � ��� ! � ���
# � ��� � "# � �&! ���&!

(4)

where vectors
�* ,

"#
, and

#
are the small-signal versions of��

,
"# %

and
# %

, respectively;
' � �/� � � � � � ������ � � ����0 ��&1�2 %(354 and

, � � � � � � � � ���� � � � �� ��0 �� 1 2 % 3 4 are time-varying matrices. Eq.
(4) implies that the bivariate output

"# � � � ! � � �
is linear in the

small input signal
� � � � �

, but the linear relationship is varying
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Fig. 4. A single inverter connected to a noisy power supply.

in the system time scale
� �

. To obtain the time-varying trans-
fer function from

� � � ���
to

"# � ��� ! � ���
, we start from the Laplace

transform of (4) with respect to
���

. Since
' � �/� �

is independent
of
� �

, we have
� ' � �/�"� � � � � ���

. It then follows that

� �(' � ����� �	 � ��� !�
 ���
� � � � 
 ' � ���"� �	 � ��� !�
 �

� , � � � � �	 � � � !�
 ������ ��
 �
"� � � � !�
 ��� ' ( �	 � � � !�
 �&!

(5)

where



denotes the Laplace variable along the
���

time axis,
and the capital symbols denote transformed variables.

Let us now collect samples of
' � � � �

, , � � � �
,

�	 � � � !�
 �
, and"� � ��� !�
 �

over
������� � !������

, at a total of � � / instances� ����� ���! �#" �
with

����� � � � , and
�/���  �$���

. In the following,
we will consider the case where the system is periodic in

� �
,

and take
� �

to be one period of the system.1 Eq. (5) can then
be re-expressed in a differential form as:

' � ����� ��� �	 � ����� � !�
 �&% ' � ����� �' � � �	 � ����� �' � !�
 �( �
� � 
 ' � ����� ��� �-, � ����� ���)� �	 � ����� � !�
 �
� �� �*
 �
"� � ����� � !�
 �
��' ( �	 � ����� � !�
 �&!,+.-/�0� / ! � � ! (6)

where
( � � ����� �1% ����� �2' �

. Notice that at each snap-
shot

����� �
,

�	 � ����� � !�
 �
still consists of , unknowns (i.e., the

number of node voltages and branch currents of the sys-
tem), while

' � � ��� � �
and , � � ��� � �

are matrices of correspond-
ing dimension. Stacking such vectors, we construct super

vectors: 3	 �*
 � �4� �	 ( � ����� � !�
 �"!657565 ! �	 ( � �����  !�
 �8� ( , 3� �9  � �;: �
, where

9< � =
is a � by / all-one vector, and

:
denotes Kronecker product. Correspondingly, we also con-
struct block matrices: > �@?2ACB#D � , � � ��� � �"!656575 ! , � � ���  ��� ,E ��?2ACB#D � ' � � ��� � �"!657565 ! ' � � ���  ��� , F �HG  : '

, and I �
�J?2ACB#K � / � ( � !657565"! / � (  � �JG  %ML  ����:NG.O , where

G  stands for
a � by � identity matrix, and

L  a � by � circulant matrix
with first column

� � ! / ! � !756565&! � � ( , and first row
� � !656575"! � ! / � . ItP

For more general cases, and frequency domain treatments, the reader is
referred to [8].
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Fig. 5. A block consists of R � inverters connected to a noisy power supply.

can be readily verified that the time-varying transfer function
is given by:S

�*
 ���T� U � � ��� � !�
 �&!756565 !�U � � ���  !�
 �8� (
� F (V� 
 E � > � I E � ' � 3�0! (7)

such that

S
�*
 ��� ��
 � � �W ��
 �

with definition
�W ��
 � �� "� ( � � ��� � !�
 �"!656575"! "� ( � � ���  !�
 �)� ( . Notice that the dimension

of
E

(and also > , I ) is ,Q� - ,�� . Once Eq. (7) is
obtained, model order reduction techniques can be applied
directly. Along the lines of [8], a model of reduced or-
der XZY ,Q� can be obtained by casting (7) into the stan-
dard form

S
��
 � � F ([� G.O  %Z
!\�� ' ��] with definitions\ �^%;� > � I E � ' � E and

] �_� > � I E � ' � 3� , and ap-
plying Krylov subspace methods [7, 10]. With block Arnoldi
algorithm, the resultant X th order transfer function that approx-
imates

S
��
 �

in (7) is given by [3]:S
` ��
 ���ba ( ` � G ` %c
ed ` � ' �6f ` ! (8)

where
a ` �$g ( ` F is a X -h� matrix,

d ` is a X -hX block-

Hessenberg matrix,
f ` �ig ( ` ] is a X -�/ vector, and

g `
is the ,Q� -jX matrix consisting of the X orthogonal bases
generated by applying block Arnoldi algorithm to

\
and

]
.

Notice that the dimension of the matrix for model order
reduction is ,Q� - ,Q� . To make our methodology appli-
cable to large cells (several hundreds of nodes) with several
tenths of sampling time points, we choose Krylov-subspace
techniques because of their k � � � complexity. Although SVD
based techniques can yield optimal results, their k � �ml � com-
plexity makes them less attractive in solving our problem.

B. Macromodel Representation

Developed on the basis of (4), the transfer function (8) of
order X corresponds to the ODE system in Fig. 3, which trans-
lates the noise in power supply grids to its corresponding cur-
rent change. In order to obtain this current, we first transform
(8) into time domain as follows:

%nd ` � *� � � * � f ` � � ��� # � ���
�po ` � ��� * � ���"! (9)
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Fig. 6. The comparison of currents drawn by an inverter using SPICE MOS-
FET model, our proposed macromodel and the model in [5].

where * is a vector of size X , # � ��� is the output (that is, � � � ���
in our macromodel in Fig. 3), and

o ` � ��� is the X$- / time-
varying vector that relates the system (states) to the output. To
link

o ` � ��� with the X - � matrix
a ` in (8), we notice that the-

th column of
a ` is nothing but

o ` � ����� ��� , + -h�m� / ! � � .
Summarizing, the macromodel corresponding to any spe-

cific digital cell can be uniquely represented by
��� � ���

and the
ODE system that generates � � � ��� according to the power sup-
ply noise. Being independent of the power supply variation,� � � ���

can be computed off-line. The other current � � � ��� , how-
ever, relies on the power supply noise, and has to be computed
by taking the overall system as a whole. But notice that the
ODE system parameters captured in

d ` , f ` , and
a ` do not

depend on the voltage variation, and can thus be computed off-
line, and stored together with

� � � ���
in a cell library. Moreover,

different from the original system in (2), the LTV ODE system
corresponding to each digital cell consists of a small number
( / 
 /� ) of nodes. The latter enjoys high-accuracy and low-
complexity, when included in a complete power supply dis-
tribution analysis circuit that contains the package model and
on-chip power networks, and is thus readily applicable to large
scale circuits.

III. RESULTS

In this section, we first apply the macromodel extraction
method detailed in the preceding section to a single inverter
with imperfect power supply, in order to verify the correct-
ness of our model. The single inverter with two transistors is
depicted in Fig. 4. After that, we apply our method to a digi-
tal block constructed by stacking a total of

� � inverter chains,
each containing � inverters, as shown in Fig. 5, and generate
its corresponding small macromodel with all inputs from low
to high.

In both examples, the MOSFET is simulated using
Schichman-Hodges model with 4 �������	� 
 � / 5 � - / � '� A/V

�
for both NMOS and PMOS, load

� � � 5 � pF (see e.g., [6]).
It is worth mentioning that the Schichman-Hodges model is
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Fig. 7. The comparison of currents drawn by an 80-inverter-block using
SPICE MOSFET model, our proposed macromodel and the model in [5].

not mandatory here, since our macromodel extraction is ap-
plicable to more comprehensive models, such as BSIM3. In
our simulations, we adopt the Schichman-Hodges model for
simplicity. Ideal power supply is � V, and the voltage drop is
always / ��� of the ideal value, i.e., � 5 � V. For both examples,
period of logic input is 	�� ns.

Example 1: In the first example, we choose
� ��� � � / � � - ps,+ - � � � ! 	�� � � , and the ODE system order X � / , which in-

fers that
d ` , f ` , and

o ` � ��� are all scalers. The latter brings
the computational complexity to the same level as the macro-
model in [5]. The accuracy of the two, however, is markedly
different, as shown in Fig. 6. When power supply voltage
drops /��� from its ideal value, the peak current drops more
than 	 ��� . Notice that the current computed using our macro-
model closely matches the true not only in peak value, but also
in slope. As the former is important in the IR drops, the latter
is critical for the

� ��� � � �
effects.

Example 2: In the example with � � converters, we choose����� � ��� � � - ps,
+ -h�c� � !�� � � , and the order of the ODE system

in Fig. 3 to be X � � . Despite the large block size, we observe
the accuracy improvement with respect to [5] once again, as
shown in Fig. 7.

TABLE I
ACCURACY COMPARISON

one inverter 80 inverters
Proposed [5] Proposed [5]

0.70% 31.22% 2.35% 35.18%

These examples show that the currents computed using our
reduced-order macromodels are very close to that generated
using the original MOSFET model (see also Table I). But as
mentioned before, the computational complexity of the two
are quite different. To illustrate the complexity reduction, we
list the run-time of both models in the following table, for each



of the testing examples:

TABLE II
RUN-TIME COMPARISON

one inverter 80 inverters
SPICE Proposed SPICE Proposed
13.63s 5.42s 365.43s 0.63s

The seemingly inconsistency between
��5 � � s and � 5 � 	 s that

corresponding to the one and � � inverter cases, respectively,
comes from their different step sizes in time revolution, as de-
tailed in the example descriptions. Also notice that complexity
reduction is achieved not only through the nonlinear-to-linear
conversion, but also through order reduction. As a result, al-
though the single-inverter already enjoys a

� ��� run-time re-
duction, the 80-inverter case exhibits more extensive reduction
of ���

5 ��� , since its relatively larger size leaves more space for
order reduction.
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Fig. 8. The comparison of accuracy of proposed model for an 80-inverter-
block using different � s and time steps (TS).

To explore the tradeoffs between the accuracy and the com-
plexity, we present some results with different X s and time
steps in Fig. 8. As shown in Fig. 8, choosing the right step
size is critical to the accuracy. On the one hand, the time step
should be fine enough to capture the switching properties of
digital circuits. On the other hand, the number of time steps
determines the size of the system matrix for Arnoldi to com-
press. Larger number of time steps imply higher reduction ra-
tio in Arnoldi, thus the accuracy is less. Also, larger number of
time steps increase the required memory for storing the model
and slow down the simulation. We also notice that larger q
tends to yield more accurate macromodel, but it also increases
the complexity of the model.

IV. CONCLUSIONS

In this paper, we established a LTV macromodel of digital
cells for current estimation. Relying on TVP and model re-
duction techniques, this macromodel is linear and has small

size. As a result, the macromodel is readily applicable to per-
form system-level noise analysis and assessing the reliability
of power distribution networks, even in large-scale circuits.
Moreover, as a replacement of its corresponding original dig-
ital cell during system level analysis, our digital cell macro-
model can interact with power supply voltage variations just
as the original cell does, thus provides very reliable results.
As we presented in section III, our proposed model signifi-
cantly speeds up the computation while still offering excellent
accuracy ( � 
 / ��� peak current error).

In the future, we will also take into account timing infor-
mation when building system-level model with our proposed
macromodel. This will allow us to obtain even more accu-
rate results. Since propagation and gate delay varies with the
power supply voltage, we will develop methodologies that are
able to simultaneously incorporate noise analysis and timing
analysis. Furthermore, we will also apply hierarchical macro-
model extraction to the subsystems at every level, and pur-
sue the challenge of deriving a whole-chip macromodel in a
bottom-up manner, in order to further speed up the computa-
tion, and to prepare for the billion-gate circuits of the future.
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