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Abstract

In modern VLSI processes, the cross-coupling capac-
itance between adjacent neighboring wires on the same
metal layer is a very large fraction of the total wire ca-
pacitance. This leads to problems of delay variation due to
crosstalk and reduced noise immunity, arguably one of the
biggest obstacles in the design of ICs in recent times.

This problem is particularly severe in long on-chip
buses, since bus signals are routed at minimum pitch for
long distances. In this work, we propose to solve this prob-
lem by the use of crosstalk canceling CODECs. We only
utilize memoryless CODECs, to reduce the logical com-
plexity and enhance the robustness of our techniques.

Bus data patterns can be classified (as 4 � C, 3 � C,
2 � C, 1 � C or 0 � C patterns) based on the maximum
amount of crosstalk that they can exhibit. Crosstalk avoid-
ance CODECs which eliminate 4 � C and 3 � C patterns have
been reported. In this paper, we describe crosstalk avoid-
ance techniques which eliminate 2 � C and 1 � C patterns.
We describe an analytical methodology to accurately char-
acterize the bus area overhead 2 � C pattern CODECs.
Using these results, we characterize the area overhead ver-
sus crosstalk immunity achieved. A similar exercise is
performed for 1 � C patterns.

Our experimental results show that by using 2 � C
crosstalk canceling techniques, buses can be sped up by up
to a factor of 6 with an area overhead of about 200%, and
that 1 � C techniques are not very robust.

1. Introduction

Crosstalk has become a significant problem in deep sub-
micron (DSM) VLSI design. Consider the situation where
we scale existing process dimensions by a factor S to ob-
tain a new process. If this scaling is performed in all three
dimensions, the cross-sectional area of wires in the de-
sign would decrease by a factor S2. This would result in
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a quadratic increase in wire resistance, leading to increased
wiring delays. To alleviate this problem, recent processes
have avoided scaling the vertical dimension of wires (thus
creating ”tall” wires). This in turn has led to a situation
where the cross-coupling capacitance of adjacent wires on
the same layer (CW ) is much larger than the capacitance of
any wire to the substrate (CS). The ratio r � CW

�
CS was

shown in [5] to be around 10 for a 0.1µm process.
As a result of the large value of r, crosstalk between adja-

cent wires on the same metal layers manifests in ways that
make designs unpredictable. It results in a significant de-
lay variation and possible integrity problems. As a result,
crosstalk has become a critical design consideration. The
detrimental effects of crosstalk are aggravated in long on-
chip buses, since bus signals are typically driven at mini-
mum pitch for long distances.

The focus of this paper is the selective reduction of the
delay variation effect in buses (and therefore the reduction
in maximum delay and signal integrity problems in the bus
signals as well) due to crosstalk. We do this by develop-
ing design techniques that allow the designer to trade-off
the degree of crosstalk control desired with the associated
area overhead.

The problem of delay variation of a wire due to crosstalk
between adjacent wires is discussed next. Consider a group
of three wires in an on-chip bus, which are driven by sig-
nals bi � 1, bi and bi � 1. The total effective (switched) ca-
pacitance of driver bi is dependent on the state of bi � 1 and
bi � 1. In the best case1, the total effective capacitance of bi

is Cmin � CS, and in the worst case2, the effective capaci-
tance is Cmax � 4 � CW � CS. With r=10, we observe that
Cmin � CS and Cmax � 41 � CS. This demonstrates that the
delay of bus signals strongly depends on the data pattern be-
ing transmitted on the bus. For long buses, this delay vari-
ation is quite significant, as we will quantify in the sequel.
As a result of this large delay variation, the worst case de-
lay of a signal in an on-chip bus is a quantity greater than
the largest possible delay of the signal, resulting in a re-

1 In the best case, bi 	 1 
 bi 
 bi � 1 all simultaneously transition in the same
direction.

2 In the worst case, bi 	 1 and bi � 1 simultaneously transition in the oppo-
site direction as bi.
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duced system performance.
This paper is organized as follows. Section 2, provides

definitions used in the rest of the paper. This section also
provides a classification (similar to that of [2]) of bus data
patterns based on the maximum amount of crosstalk in-
curred by such patterns. In Section 3, we discuss previously
published approaches to solving this problem. In Section 4,
we describe techniques to eliminate 2 � C crosstalk in buses.
These techniques ensure that Cmax � 1 � CW , by increasing
the bus width and only using those bus vectors which guar-
antee that bus data pattern sequences with Cmax � 2 � CW can
never occur. We describe a inductive approach to quantify-
ing the increase in bus width required to achieve this type
of bus immunity, using memoryless CODECs. In Section 5,
we describe circuit design techniques which eliminate 1 � C
crosstalk patterns. In Section 6 we report the results of ex-
periments that we have performed to quantify the tradeoff
between the degree of crosstalk immunity achieved by the
above techniques, and the bus area overhead incurred. We
compare our results with those reported in [2], in which we
described memoryless CODECs to eliminate 4 � C and 3 � C
crosstalk patterns. We conclude the paper in Section 7.

2. Preliminaries
In this section, we introduce the classification scheme

for bus data transitions which we will utilize in the sequel.
Our classification is largely borrowed from that introduced
in [2].

Consider an n-bit bus, consisting of signals
b1 � b2 � b3 � � � bn � 1 � bn.

Definition 1 : A Vector v is an assignment to the signals bi

as follows:
bi � vi, (where 1 � i � n and vi ��� 0 � 1 � ).
Definition 2 : The Complement of a Vector v (denoted by
v) is a vector for which the signals bi are assigned values:
bi � vi, (where 1 � i � n and vi ��� 0 � 1 � ).

Consider two successive vectors v j and v j � 1, being trans-
mitted on a bus. For vector v j, assume bi � v

v j
i (where

1 � i � n and v
v j
i ��� 0 � 1 � ). Similarly, for vector v j � 1, as-

sume bi � v
v j � 1
i (where 1 � i � n and v

v j � 1
i ��� 0 � 1 � ).

Consider vector sequence v1 � v2 � � � � � v j � v j � 1 � � � � vk, ap-
plied on a bus. We define five types of crosstalk conditions
below. For these definitions, we assume that 0 � i � n 	 2
and 0 � j � k 	 1.

Definition 3 A sequence of vectors is called a 4 � C se-
quence if 
 i � j s � t �
v

v j
i � v

v j � 1
i � 1 � v

v j
i � 2 � v and v

v j � 1
i � v

v j
i � 1 � v

v j � 1
i � 2 � v, where

v ��� 0 � 1 � .
Definition 4 A sequence of vectors is called a 3 � C se-
quence if it is not a 4 � C sequence and 
 i � j s.t.

� v
v j
i � v

v j � 1
i � 1 � v1 and v

v j � 1
i � v

v j
i � 1 � v1 and v

v j
i � 2 �

v
v j � 1
i � 2 � v2 where v1 � v2 ��� 0 � 1 � OR

� v
v j
i � 1 � v

v j � 1
i � 2 � v1 and v

v j � 1
i � 1 � v

v j
i � 2 � v1 and v

v j
i �

v
v j � 1
i � v2 where v1 � v2 ��� 0 � 1 � .

Definition 5 A sequence of vectors is called a 2 � C se-
quence if it is not a 4 � C or 3 � C sequence and 
 i � j s � t �
v

v j
i � v

v j � 1
i � v1 and v

v j
i � 1 � v2 and v

v j � 1
i � 1 � v2 and v

v j
i � 2 �

v
v j � 1
i � 2 � v3, where v1 � v2 � v3 ��� 0 � 1 � .

Definition 6 A sequence of vectors is called a 1 � C se-
quence if it is not a 4 � C, 3 � C or 2 � C sequence and 
 i � j s.t.
� v

v j
i � v

v j � 1
i � v1 and v

v j
i � 1 � v

v j
i � 2 � v2 and v

v j � 1
i � 1 �

v
v j � 1
i � 2 � v2, where v1 � v2 � v3 ��� 0 � 1 � OR

� v
v j
i � 2 � v

v j � 1
i � 2 � v1 and v

v j
i � v

v j
i � 1 � v2 and v

v j � 1
i �

v
v j � 1
i � 1 � v2, where v1 � v2 � v3 ��� 0 � 1 � .

Definition 7 A sequence of vectors is called a 0 � C se-
quence if it is not a 4 � C, 3 � C, 2 � C, or 1 � C sequence.

Definition 8 An set Cn of n bit vectors is said to be a k � C
crosstalk free clique iff any vector sequence made up of
vectors v � Cn is a l � C sequence, where l  k.

If a sequence of vectors on a bus is a k � C sequence (0 �
k � 4), then the physical interpretation of this is that:
� This vector sequence has at least one bit b for which

there exists consecutive vectors that require the driver
of this bit to charge a capacitance k � CW � CS. Note that
CW � CS.

� This vector sequence has no bit for which there exists
consecutive vectors that require the driver of this bit to
charge a capacitance greater than k � CW � CS.

From the above, it is clear that as k increases, the cor-
responding bus signal b is increasingly slower. Further, it
would be desirable to devise encoders which ensure that an
arbitrary vector sequence is converted into a k � C vector se-
quence which is transmitted over the bus, and then decoded
again at the receiving end. CODECs which eliminate 4 � C
and 3 � C sequences have been described in [2]. In this pa-
per, we discuss techniques to eliminate 2 � C and 1 � C se-
quences.

3. Previous Work
Crosstalk reduction for on-chip buses has been the fo-

cus of some recent research. In [10], the main contribution
of the authors was to extend the Elmore delay model to ac-
count for distributed nature of self and cross-coupling ca-
pacitances in on-chip buses. They suggest the possibility of
using CODECs to eliminate certain bus transitions. They
also suggest that encoding could speed up buses by 2 � (this
would be achieved by ensuring that bus never exhibits 4 � C
or 3 � C transitions). In [2], we classify bus data transitions



from a crosstalk viewpoint, and describe CODECs to elim-
inate 4 � C and 3 � C transitions on the bus. They show that
the asymptotic overhead when eliminating 3 � C transitions
is about 44%. The CODECs described in [2] are memo-
ryless. The authors of [11] discuss memory based as well
as memoryless encoding techniques to eliminate crosstalk.
However, area and delay overheads due to CODEC imple-
mentation were not quantified. In [4], the authors reduce
crosstalk induced delay variation in buses by selectively
skewing bus data signals. Finally, [6] proposes a bus re-
peater sizing methodology which accounts for crosstalk in-
duced delays and controls them by upsizing the drivers. This
could result in driver circuits with large power and area re-
quirements.

In [7], the authors describe a technique to simultaneously
minimize bus power consumption while eliminating 3 � C
and 4 � C crosstalk. The possibility of eliminating 1 � C and
2 � C crosstalk is not discussed. Further, the overhead for
CODEC implementation is not discussed. The overhead in
terms of bus size, of their 3 � C crosstalk eliminating CODEC
is between 62.5% and 72% (depending on bus size), in con-
trast to the asymptotic overhead of 44% reported in [2]
and [11]. The work of [8] focuses on bus energy as opposed
to delay. No CODECs are utilized, rather the approach is to
adjust the spacing between bus wires non-uniformly (based
on specific bus data statistics), with the ultimate goal of re-
ducing bus energy. However, the worst case bus bit still in-
curs 4 � C crosstalk, so delay is reduced (due to the increase
in wire spacing) only minimally.

In [12], [3] and [13], the authors focus on routing tech-
niques which utilize crosstalk information about the wires
being routed. The work of [14] aims to reduce crosstalk in
datapath circuits. In contrast to these approaches, our paper
focuses on crosstalk in buses (where the problem is signifi-
cantly more acute).

In this work, in contrast to [10], [2], [4], [6] and [11], we
provide techniques to speed up a bus even further, by ensur-
ing that the bus never exhibits 2 � C or 1 � C transitions.

4. Eliminating 2 � C Crosstalk
We first devise an inductive method to construct a 2 � C

crosstalk free clique of any size k. Since it is easy to con-
struct crosstalk immune cliques for small k, we can use our
inductive method to construct arbitrary-sized crosstalk im-
mune cliques.

Suppose we are given an n-bit 2 � C crosstalk free clique
Cn. Let our (n � 1)-bit 2 � C crosstalk free clique be initial-
ized to the empty set. Since each bit bi (1  i  n) of the
bus can have at most 1 � C crosstalk, therefore, if we dupli-
cate the value of the nth bit of every vector v � Cn into the
(n � 1)th bit position, we get legal vectors3 of Cn � 1. So all

3 in the sense of not having more than 1 � C crosstalk sequences among
themselves

v
�
satisfying the property

v
�

� v � vn

are legal members of Cn � 1 (where ” � ” is the concatenation
operator). Starting with Cn � 1 � ϕ, we add vectors to it as
follows:

Cn � 1
� Cn � 1

�
v

�

This is done for each v � Cn. As a result, Cn � 1 is at least
as large as Cn. Also, since we duplicated the value of vn into
the (n � 1)th position of the (n � 1)-bit vector, bn � 1 is guar-
anteed to have 0 � C crosstalk. This ensures that Cn � 1 is a
2 � C crosstalk free clique. Since we intend to construct a
2 � C crosstalk free clique, we may add vectors to the exist-
ing Cn � 1 that we have, so that bn � 1 has up to 1 � C crosstalk.

To augment Cn � 1 in this manner, we define S1 and S0

(which form a partition of Cn � 1) as follows:

Definition 9 The 0-extended subset of Cn � 1 is defined as

S0 � � v � Cn � 1
�
vn � 1 � 0 �

Definition 10 The 1-extended subset of Cn � 1 is defined as

S1 � � v � Cn � 1
�
vn � 1 � 1 �

We now construct two new sets CS0
n � 1 and CS1

n � 1 of candi-
date elements for Cn � 1 as below. These sets are constructed
in a manner that Cn � 1

�
CS0

n � 1 or Cn � 1
�

CS1
n � 1 are both 2 � C

crosstalk free cliques.
Constructing CS0

n � 1: For each distinct vector v � S0, we
create a new vector vnew using the following construction:

vnew
i � vi � 0 � i � n �

and
vnew

n � 1 � vn � 1

This vector vnew is appended to CS0
n � 1 unless, there exists

a vector w � S1, such that:

vnew
n �� wn

and
vnew

n � 1 � wn � 1

Constructing CS1
n � 1: The process is similar to the con-

struction of CS0
n � 1. The only difference is that v � S1 and

w � S0.
Finally,

Cn � 1
� Cn � 1

�
C

Sp
n � 1

where
p � argmax

i
� �

CSi
n � 1

� �

In other words, we append the larger of the sets CS0
n � 1 or

CS1
n � 1 to Cn � 1.



4.1. Proof of Correctness

We state and prove a theorem about the correctness of
the above steps in inductively constructing a (n � 1)-bit 2 � C
crosstalk free clique

Theorem 4.1 The sets Cn � 1
�

CS0
n � 1 and Cn � 1

�
CS1

n � 1 are
both 2 � C crosstalk free cliques.

Proof: We have already shown that Cn � 1 is a 2 � C crosstalk
free clique. Now consider the construction of CS0

n � 1. Since
vnew

i � vi and vnew
n � 1 � vn � 1 for a given v � S0, the resulting

vector vnew has no more than 1 � C crosstalk with any v � S0.
To prove that vnew has no more than 1 � C crosstalk

with any w � S1, the argument proceeds as follows. Since
vnew

n � 1 � wn � 1 (by construction), bn of vnew has no more than
1 � C crosstalk with bn � 1 of any w � S1. Since we prune all
vnew such that vnew

n �� wn and vnew
n � 1 � wn � 1 (for any w), we

ensure that bn of vnew has no more than 1 � C crosstalk with
bn � 1 of any w � S1. Therefore the resulting set Cn � 1

�
CS0

n � 1
is a 2 � C crosstalk free clique

Cn � 1
�

CS1
n � 1 can be shown to be a 2 � C crosstalk free

clique in a similar manner.

4.2. Efficient inductive construction of (n � 1)-bit
2 � C crosstalk free cliques

We could use the construction above to generate (n � 1)-
bit 2 � C crosstalk free cliques. However, this construction
may involve significant pruning operations. As a result, in
practice, we utilize a more efficient inductive construction
which eliminates the need to prune vectors.

Let T n
xy be the number of vectors v � Cn which sat-

isfy � vn � 1 � x ��� � vn � y � , where x � y � 0 � 1. Therefore,
T n

00 � T n
01 � T n

10 � T n
11 �

�
Cn

�
. Note that one of T n

01 or T n
10

is 0 trivially (otherwise Cn cannot be a 2 � C crosstalk free
clique).

Now we define a set of recurrence equations to construct
Cn � 1 from Cn. We construct two variants of Cn � 1 (using
both the 0-extended subset and the 1-extended subset), and
finally select the larger of the two.

4.3. Constructing Cn � 1 from Cn using the 0-
extended subset

The algorithm below describes our inductive algorithm.
Note that the first two lines of this algorithm simply du-

plicate the last bit of each vector in Cn to create Cn � 1. Note
that since we are using the 0-extended subset to construct
Cn � 1, T n � 1

10 � 0 as indicated in the third line. Lines 4-9 are
explained as follows. There can be as many T n � 1

01 vectors as
there are either T n

10 or T n
00 vectors. In the first case, we re-

quire that T n
11 � 0 to avoid any 2 � C sequences. In the sec-

ond case, we require T n
01 � 0 to avoid any 2 � C sequences.

Algorithm 1 Constructing Cn � 1 from Cn using the 0-
extended subset

T n � 1
00 � T n

00 � T n
10

T n � 1
11 � T n

01 � T n
11

T n � 1
10 � 0.

if (T n
01 � 0) then

T n � 1
01 � � T n

00
end if
if (T n

11 � 0) then
T n � 1

01 � � T n
10

end if

4.4. Constructing Cn � 1 from Cn using the 1-
extended subset

The algorithm is similar to the previous one, with mi-
nor changes in lines 4 through 9. For the sake of brevity, we
have omitted the explanation of these lines, since it is simi-
lar to the explanation above.

In practice, we ensure that the Cn � 1 which we construct
is maximal, by using as a starting point all possible cliques
Cn.

4.5. Area Overhead Trends
The results obtained using the above method for con-

structing 2 � C crosstalk free cliques are shown in Figure 1.
The figure describes the relationship between the actual bus
size (y-axis) and the effective bus size (x-axis) which is
given by m ��� log2 � Cn ��� . This is plotted using a dotted line.
The percentage overhead is shown as well (solid line). We
note that the asymptotic overhead is about 146%.
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5. Eliminating 1 � C Crosstalk
We explore several alternatives to eliminating 1 � C

crosstalk, with the basic idea being that we surround a
bus wire bi by other wires transmitting identical informa-
tion, such that the central bi wire incurs 0 � C crosstalk



trc length bufsize 0c 1c 2c 3c 4c

5mm 30 � 83 121 241 516 665
5mm 60 � 108 131 213 399 402
5mm 120 � 96 117 136 196 279

10mm 30 � 102 153 437 912 1026
10mm 60 � 131 164 413 722 919
10mm 120 � 114 137 270 379 548
20mm 30 � 153 203 793 1068 1586
20mm 60 � 164 206 691 1161 1561
20mm 120 � 134 177 580 969 1365

Table 1. Delay comparison for different driver
size and trace length (ps)

(since its neighbors always transition in the same direc-
tion). Let us call the left, center and right wires of bit
bi as bl

i , bc
i and br

i respectively. Note that in this sce-
nario, no CODEC is required, and this scheme has an
overhead of at least 200%.

We compare 5 different configurations to eliminate 1 � C
crosstalk. These configurations are described in Figure 2.
� Configuration a) consists of groups of 3 minimum

width wires for each bus signal, separated by minimum
spacing. Groups of these wires are separated by a vari-
able distance.

� Configuration b) is similar to a) with the exception of
the fact that groups of bus signal wires are separated
by a GND signal.

� Configuration c) consists of a single wire (of varying
width) for each bus signal, with adjacent bus signal
wires separated by a variable spacing.

� Configuration d) is similar to a) with the difference
that each bus signal consists of a group of 5 minimum
width wires separated by minimum spacing. Groups of
these wires are separated by a variable distance.

In configurations a), b) and d), the signal of the central
bus signal wire is used by the receiving circuitry.

6. Experimental Results
Table 1 reports the worst-case delay among the bus sig-

nals under all cross-talk conditions. The results were gen-
erated using SPICE [9]. A 0.1µm process was used, and
buses were assumed to be routed on Metal4. Wiring para-
sitics were obtained from [1] using the interconnect predic-
tions reported in [5]. Wires were modeled as distributed RC
transmission lines. In Table 1, the first column reports the
length of the bus wires. Column 2 reports the driver size (in
multiples of a minimum-sized driver). Columns 3 through
7 report the worst case delay of the bus in picoseconds, as-
suming that no greater than 0 � C through 4 � C cross-talk pat-
terns are allowed respectively.

From the above, we can note that eliminating 2 � C or 1 � C
transitions on a bus can speed up the bus significantly. For

-0.5
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Figure 3. Sample SPICE Waveforms (60 �
driver, 20mm trace length, 0.1µ process)

example, in the configuration of 60 � drivers, 10mm wires,
the delay reduces by about 6 � compared to the 4 � C case.

A SPICE plot for the delays (in nanoseconds) of signals
representing each of the 5 classes of cross-talk is shown in
Figure 3.

6.1. 2 � C Experiments

We implemented our 2 � C crosstalk free CODEC using
PLAs. In particular, we implemented a 3 � 6 bit encoder,
and determined its delay to be 179ps, and its area to be
10 µm2. For larger buses, we would perform the encoding
by concatenating an appropriate number of such encoders.
When adjacent bits of adjacent encoded buses have an op-
posite value, we complement the encoded vector of one of
these buses, avoiding 2 � C crosstalk between encoded buses.

It is worth mentioning that in this case, the CODEC
speed can be the limiting factor on system performance,
since many entries under the column 1 � C of Table 1 re-
port a delay less than the encoder delay. In spite of this,
the speedup of the data transfer is quite dramatic (approxi-
mately between 3 � and 7 � ).

6.2. 1 � C Experiments

Figure 4 compares the schemes of Figure 2. The delays
in this figure correspond to neighboring groups of 3 wires
(which represent the same bus signal) switch in opposite
directions (resulting in a maximum delay). The length of
wires was 20mm, and the driver was a 30 � minimum.

Configuration c) resulted in significantly larger delay
penalties that the other configurations, because of the ab-
sence of any shielding. Among the other configurations, we
note that the minimum delay is greater than the delay of 0 � C
signals from Table 1. This is because it is exceedingly hard
to ensure that all 3 (or 5) wires (representing the same bus
signal) switch at exactly the same time (which is required



GND

Configuration b)Configuration a)

Configuration c) Configuration d)

wmin smin wmin smin wminsmin wminwmin smin wmin

smin wminwmin smin wmin wmin smin wminsmin smin wminwmin smin wmin wmin smin wminsminvariable

wmin smin wmin smin wmin wmin smin wmin smin wminvariablevariable

variablevariable

 0

 100

 200

 300

 400

 500

 600

 700

 200  250  300  350  400  450  500

de
la

y 
(p

s)

overhead %

delay performace for different bus configuration

configuration A
configuration B
configuration D

Figure 4. Delay versus Area tradeoff for 1C
schemes

for a 0 � C transition). The possible skew on the outer shield-
ing wire is sufficiently large to cause the transition of the
center wire to effectively have close to 2 � C crosstalk. This
was verified by simulations where we intentionally skewed
the outer and central signals.

7. Conclusions
With the decreasing feature sizes of VLSI processes, the

cross-coupling capacitance of adjacent wires on the same
metal layer dominates the capacitance of any wire to sub-
strate. In this paper, we have discussed techniques to speed
up a bus by exploiting the crosstalk between its wires.

We have introduced CODECs to eliminate 2 � C crosstalk
in a bus, and also described techniques to eliminate 1 � C
crosstalk. We have shown that the 2 � C crosstalk elimina-
tion can be achieved with a speedup of up to 6 � and a 200%
area overhead. 1 � C crosstalk elimination was shown to be
not sufficiently robust.
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