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#### Abstract

This paper presents a method to reduce energy consumption by inserting data buffers. The method determines whether power can be reduced by inserting a buffer between two components and periodically turning off one of them. This method calculates the length of the period and the required buffer size to achieve the optimal energy savings. Our approach can be applied to any applications whose data arrival and departure rates are different and known in advance.


## 1. Introduction

Energy conservation is one of the most important design goals for electronic systems. Many methods have been proposed for reducing the energy consumption of individual components, such as processors, wireless network interface cards (WNICs), or hard disk drives (HDDs). These methods predict the periods when a component is idle or under-utilized. The component is turned off (sometimes called shut down) or scaled down the performance to reduce energy consumption during the periods. This is called energy management or dynamic power management [ 1,2 ]. Some methods use scheduling to explicitly create idle or under-utilized periods $[10,12,14]$. Even though existing methods have demonstrated various degrees of energy savings, they are difficult to extend to two interacting components with different performance levels. When these components have producer-consumer relationship, data buffers can be inserted to achieve power savings $[9,12,18]$.

Figure 1 illustrates a model of two interacting components, $X$ and $Y$. Component $X$ produces data for component $Y$ to process. A buffer is inserted between these two components. This model can be applied to many scenarios. For example, a

[^0]$$
\text { component } \mathrm{X} \rightarrow \text { buffer } \rightarrow \text { component } \mathrm{Y}
$$

Figure 1. A buffer is inserted between two interacting components.
processor generates data and stores the data on an HDD. In this example, $X$ is the processor and $Y$ is the HDD. Another example is a processor sending data through a WNIC; $X$ is the processor and $Y$ is the WNIC. A symmetric example is a WNIC receives data for the processor to analyze; in this example, $X$ is the WNIC and $Y$ is the processor. This model can be extended to more than two components. Suppose in the last example, the processor writes the analysis results to an HDD, there are three components: the WNIC, the processor, and the HDD.

Inserting a buffer may reduce energy consumption if $Y$ can be turned off when data are accumulating in the buffer. Before the buffer is full, $Y$ is turned on and removes all data in the buffer. Several factors affect the energy savings: (a) the rate $X$ generates data, also called the arrival rate for the buffer, (b) the rate $Y$ removes data, also called the departure rate, (c) the energy to turn on and off $Y$, (d) the power consumed by the buffer, and (e) the buffer size. Inserting buffers also introduces delay, as explained in Section 4.5. This paper focuses on energy savings and considers applications where delay can be tolerated.

This paper presents a new method for energy reduction using buffers. It assumes constant arrival and departure rates. It considers static and dynamic energy consumed by all components. The method calculates the length of the period when $Y$ should be turned off to achieve the optimal energy savings. The method also calculates the necessary buffer
size to achieve the optimal energy savings. Because the buffer consumes energy, our method determines whether inserting buffers can actually reduce the total energy consumption. Our method is essentially a scheduling solution. It is deadlock-free because there is no circular waiting. This paper has the following contributions: (a) It presents a general strategy for power management with buffers. (b) It includes the static energy consumed by the buffers. (c) It calculates the optimal buffer sizes. (d) It provides the conditions when inserting buffers can reduce energy. (e) It complements performance scaling because it may be impossible to scale $Y$ 's performance and match it to $X$ 's performance.

## 2. Related Work

Various techniques have been developed to reduce the energy consumption of electronic systems. Energy management [1, 2] dynamically changes a component's power state based on the run-time requirements. Energy management detects the periods when a component is idle or under-utilized. The component can be turned off when it is idle, or scaled down its performance when it is underutilized. Because changing a component's state has overhead - additional energy and delay - energy management is beneficial only if the saved energy can compensate the overhead. Several surveys are available about different techniques in energy management [1, 2, 13].

Most existing methods focus on individual components, for example, processors [9, 10, 11, 14, 17] and HDDs $[3,4,5,7,8,19]$. To reduce the energy of processors, these methods detect when the processors are under-utilized and scale down the processors' performance by reducing the frequencies and, sometimes, voltages. The differences among existing methods are their approaches to detect these under-utilized periods. Some methods use scheduling techniques to explicitly create under-utilized periods. Managing HDDs' energy is different because most HDDs have only one power state that can read or write data. Hence, these methods have to predict when the HDDs are idle $[3,4,5,7,8,19]$. The prediction methods can be further divided into three types: timeout, predictive, and stochastic [13].

Using buffers to reduce energy has been proposed in $[9,12,18]$. Im et al. [9] use buffers to exploit the slack time when multimedia applications do not use the worst-case execution time. When the processor
has slack time, the processor fills the buffers so that the processor's frequency and voltage can be scaled down. Lu et al. [12] use buffers to smoothen the variations of MPEG frames' execution time. Their method constructs a graph whose vertexes represent the buffers' status and the processor's frequency. They find a sequence of the vertexes to minimize the sum of the frequencies. Qiu et al. [18] use a buffer and model the arrival of requests as Markov processes; their method provides guaranteed quality of service with lower power consumption.

Our approach differs from existing methods in four aspects: First, our method is a strategy for energy management with buffers. Second, it considers the energy consumed by all components, including the source $(X)$, the destination $(Y)$, and the buffer. Third, our method calculates the buffer size for optimal power savings. Determining the optimal buffer size for reducing energy is similar to determining the optimal warehouse size for maximizing profits [6]. Fourth, it provides the conditions when adding buffers can reduce energy; no existing method provides similar guidance whether inserting buffers can reduce energy.

## 3. Problem Statement

Our method considers the following parameters:

1. $\alpha$ : arrival rate. $X$ generates $\alpha$ MBs of data every second.
2. $\beta$ : departure rate. $Y$ removes $\beta$ MBs from the buffer every second. To prevent buffer overflow, the departure rate has to be greater than or equal to the arrival rate, i.e. $\beta \geq \alpha$. We assume that $\alpha$ and $\beta$ are constants.
3. $e_{X}$ : energy consumed by $X$ to generate each MB of data. $X$ also consumes static power $p_{X}$ even when $X$ does not generate any data.
4. $e_{Y}$ : energy consumed by $Y$ to remove each MB of data. $Y$ consumes static power $p_{Y}$ even when $Y$ does not remove any data.
5. $e_{b}$ : energy consumed by the buffer to store each MB of data; this includes the energy to write data (by X) and to read data (by Y). The buffer also consumes static (leakage) power $p_{b}$ for each MB of capacity; this power depends on the total size of the buffer and is independent of the amount of data stored in the buffer.
6. $e_{d}$ : dynamic energy for generating, storing, and removing one $\mathrm{MB}, e_{d}=e_{X}+e_{Y}+e_{b}$.

## 7. $k$ : energy to turn on and off $Y$.

Our method reduces the static power of component $Y$ by turning it off periodically. We will answer the following questions in the next section: (a) Should $Y$ be turned on/off periodically to reduce the total energy consumption? What are the conditions to reduce energy by turning off $Y$ periodically? (b) What is the length of a period? (c) What is the size of the buffer? (d) How are these answers affected by the values of the parameters?

## 4. Energy Reduction

### 4.1. Problem Formulation



Figure 2. The amount of data stored in the buffer changes periodically.

Figure 2 shows the amount of data stored in the buffer if $Y$ is turned off periodically. During [ $0, t_{1}$ ], $Y$ is turned off; data accumulate in the buffer at rate $\alpha$. At $t_{1}, Y$ is turned on and it starts removing the data from the buffer. At this moment, $Q$ MBs of data are stored in the buffer. This is the required buffer size. Because $X$ continues generating data, the amount of data in the buffer decreases at rate $\beta-\alpha$. The buffer becomes empty after $t_{2}$ and $Y$ is turned off to save energy. $Y$ is turned on again when $Q$ MBs of data are stored in the buffer. $Y$ is turned on every $t_{1}+t_{2}$; this is the length of a period, represented by $t$.

The total energy consumed in one period is the energy consumed by $X$, the buffer, and $Y$. Each component consumes both static energy and dynamic energy. The static energy is consumed even when no data are processed; hence, it is independent of $\alpha$. The dynamic energy occurs for generating, storing, or removing data so it depends on $\alpha$.

1. $X:$ static $=p_{X} \times t$, dynamic $=e_{X} \times \alpha \times t$.
2. buffer: static $=p_{b} \times Q \times t$, dynamic $=e_{b} \times \alpha \times t$.
3. $Y:$ static $=p_{Y} \times t_{2}$, dynamic $=e_{Y} \times \alpha \times t$. $Y$ also consumes energy $k$ every period for being turned on and off. $Y$ consumes static power during $t_{2}$ because $Y$ is turned off during $t_{1}$.
This method saves $Y$ 's static energy during $t_{1}$ but it also introduces overhead: (a) energy $k$ to turn on and off $Y$ every period and (b) the energy consumed by the buffer. This additional energy is $k+p_{b} Q t+e_{b} \alpha t$ per period; therefore, the power overhead is $\frac{k+p_{b} Q t+e_{b} \alpha t}{t}=\frac{k}{t}+p_{b} Q+e_{b} \alpha$.

The values of $t_{1}$ and $t_{2}$ follow the relationship $Q=\alpha t_{1}=(\beta-\alpha) t_{2}$. Since $t_{1}+t_{2}=t$, we can obtain $t_{1}=\frac{(\beta-\alpha) t}{\beta}, t_{2}=\frac{\alpha t}{\beta}$, and $Q=\frac{(\beta-\alpha) \alpha t}{\beta}$. The total energy in each period is $p_{X} t+e_{X} \alpha t+$ $p_{b} Q t+e_{b} \alpha t+p_{Y} t_{2}+e_{Y} \alpha t+k$. This can be simplified as $p_{X} t+p_{Y} t_{2}+e_{d} \alpha t+p_{b} \frac{(\beta-\alpha) \alpha t}{\beta} t+k$. Our goal is to minimize the average power, namely $\frac{\left(p_{X}+p_{Y} \frac{\alpha}{\beta}\right) t+e_{d} \alpha t+p_{b} \frac{(\beta-\alpha) \alpha t}{\beta} t+k}{t}$. We can separate the formula to two parts. The first part is independent of $t$ and the second part depends on $t$ :

$$
\begin{array}{ll}
\text { (a) } & \left\{p_{X}+\frac{\alpha}{\beta} p_{Y}+e_{d} \alpha\right\}+ \\
\text { (b) } & \left\{p_{b} \frac{(\beta-\alpha) \alpha}{\beta} t+\frac{k}{t}\right\} \tag{1}
\end{array}
$$

### 4.2. Period Length

In (1), the first part is independent of $t$. Hence, we focus on the second part to find the period to make average power the minimum.

$$
\begin{equation*}
\min \left\{p_{b} t \frac{(\beta-\alpha) \alpha}{\beta}+\frac{k}{t}\right\} \tag{2}
\end{equation*}
$$

This formula has two terms. The first term grows as the length of a period increases. It represents the static power consumed by the buffer. When the period is longer, more data are stored in the buffer. Thus, the buffer has to be larger and consumes more static power. The second term decreases as the length of a period increases. This term represents the amortized power for turning on and off $Y$. We find the minimum power by taking the first derivative of (2). The minimum power consumption occurs when

$$
\begin{equation*}
t=\sqrt{\frac{k \beta}{p_{b} \alpha(\beta-\alpha)}} \tag{3}
\end{equation*}
$$

If we replace $t$ in Formula (1), we can obtain the minimum power as

$$
\begin{equation*}
p_{X}+\frac{\alpha}{\beta} p_{Y}+\alpha e_{d}+2 \sqrt{k p_{b} \alpha\left(1-\frac{\alpha}{\beta}\right)} \tag{4}
\end{equation*}
$$

The buffer size is $Q=\frac{(\beta-\alpha) \alpha t}{\beta}$, or

$$
\begin{equation*}
Q=\sqrt{\frac{k \alpha}{p_{b}}\left(1-\frac{\alpha}{\beta}\right)} \tag{5}
\end{equation*}
$$

### 4.3. Analysis

According to formula (3) when the energy overhead $k$ increases, $t$ increases to amortize the overhead. The optimal value of $t$ is proportional to the square root of $k$. As $t$ increases, $Y$ is turned on/off less frequently and the overhead occurs less frequently. On the other hand, when $p_{b}$ increases, $t$ becomes shorter to make $Q$ smaller so that the buffer consumes less static power. The dynamic energy $\left(e_{d}\right)$ has no effect on calculating the optimal length $t$.

The buffer size $Q$ depends on both $\alpha$ and $\left(1-\frac{\alpha}{\beta}\right)$. If $\beta$ is a constant, $Q$ is the maximum when $\alpha=\frac{\beta}{2}$. When $\alpha<\frac{\beta}{2}, Q$ decreases as $\alpha$ becomes smaller. This can be explained in the following way: as $\alpha$ becomes smaller, data accumulate in the buffer slowly so $Q$ can be smaller. When $\frac{\beta}{2}<\alpha<\beta$, however, $Q$ decreases as $\alpha$ becomes larger. This is because $t_{1}$ becomes smaller so $Y$ has to be turned on sooner.

When $0<\alpha<\frac{\beta}{2}$, the power consumption shown in (4) decreases as $\alpha$ decreases because both $Y$ 's static power and the power overhead decrease. When $\beta$ increases, $\frac{\alpha}{\beta} p_{Y}$ decreases but $1-\frac{\alpha}{\beta}$ increases. Therefore, the power may increase or decrease according to the ratio of $p_{Y}$ and $\sqrt{k p_{b} \alpha}$. When $\beta$ is very large, $t_{2}$ is very short so $Y^{\prime}$ s static power $\left(\frac{\alpha}{\beta} p_{Y}\right)$ is negligible. The power in (4) can be approximated by $\lim _{\beta \rightarrow \infty}\left\{p_{X}+\frac{\alpha}{\beta} p_{Y}+\alpha e_{d}+\right.$ $\left.2 \sqrt{k p_{b} \alpha\left(1-\frac{\alpha}{\beta}\right)}\right\}=p_{X}+\alpha e_{d}+2 \sqrt{k p_{b} \alpha}$.

### 4.4. Management Decision

We have addressed questions (b) - (d) listed in Section 3. Now, we answer whether energy can be saved by turning $Y$ off periodically. The answer depends on two factors: the delay to turn on/off $Y$ and the average power if $Y$ is kept on continuously. The delay to turn on a component can range from a few milliseconds for a processor to several seconds for an HDD. Energy management should be considered when $t_{1}$ is longer than the delay. It $t_{1}$ is too short, a larger buffer is needed and it consumes more power. The second factor considers the power when $Y$ is always on and consumes the static power continuously. Since the buffer becomes unnecessary, the
average power is

$$
\begin{equation*}
p_{X}+p_{Y}+\left(e_{X}+e_{Y}\right) \alpha \tag{6}
\end{equation*}
$$

We compare the difference between this power and the power in (4). Energy management reduces the average power if $(6)>(4)$ :

$$
\begin{align*}
& \left\{p_{X}+p_{Y}+\left(e_{X}+e_{Y}\right) \alpha\right\}-\left\{2 \sqrt{k p_{b} \alpha\left(1-\frac{\alpha}{\beta}\right)}+\right. \\
& \left.\quad p_{X}+\frac{\alpha}{\beta} p_{Y}+\left(e_{X}+e_{b}+e_{Y}\right) \alpha\right\}>0 \\
& \Rightarrow\left(1-\frac{\alpha}{\beta}\right) p_{Y}-\left(\alpha e_{b}+2 \sqrt{k p_{b} \alpha\left(1-\frac{\alpha}{\beta}\right)}\right)>0 \tag{7}
\end{align*}
$$

In summary, energy management can save energy if $t_{1}$ is longer than the delay and inequality (7) is true. The left-hand side of inequality (7) is the average power savings using buffers. Since $Y$ is turned on only during $t_{2}$, buffer insertion reduces its static power by $\left(1-\frac{\alpha}{\beta}\right) p_{Y}=\left(1-\frac{t_{2}}{t}\right) p_{Y}$. The power overhead is $\frac{k}{t}+p_{b} Q+e_{b} \alpha=\alpha e_{b}+2 \sqrt{k p_{b} \alpha\left(1-\frac{\alpha}{\beta}\right)}$. The total power savings are the difference of $Y$ 's reduced static power consumption and the power overhead.

### 4.5. Delay



Figure 3. Delay calculation.

Buffer insertion introduces delay because data are buffered before component $Y$ receives them. The delay depends on the time when the data enter the buffer. Suppose the buffer is first-in-first-out. In Figure 3 , when one MB data enter the buffer at time $r$, $\alpha r$ MB data have already entered the buffer. This is true even when $r>t_{1}$; however, if $r>t_{1}$ some data have been removed from the buffer. This MB data which enter the buffer at $r$ have to wait until all the earlier data are removed from the buffer. It takes $\frac{\alpha r}{\beta}$ time to remove the earlier data after Y is turned on. Hence, this MB is removed from the buffer at $t_{1}+\frac{\alpha r}{\beta}$ : the delay is $t_{1}+\frac{\alpha r}{\beta}-r$. Remember $t_{1}+t_{2}=t, t_{1}=\frac{(\beta-\alpha) t}{\beta}$, and $t_{2}=\frac{\alpha t}{\beta}$. We can calculate the average delay for all data within one period by using the following formula for $0 \leq r \leq t$ :

$$
\begin{equation*}
\frac{\int_{0}^{t}\left(t_{1}+\frac{\alpha r}{\beta}-r\right) d r}{t}=\frac{t_{1}}{2} \tag{8}
\end{equation*}
$$

The average delay is equivalent to half of $Y$ 's off time.

### 4.6. Extensions

This section discusses how to extend our method for two different scenarios: (a) multiple performance levels and (b) arrival rate $>$ departure rate. Suppose $Y$ has two performance levels corresponding to two different departure rates, $\beta_{1}$ and $\beta_{2}$. We can find the performance level which causes lower power consumption. At different performance levels, the static power of $Y$ may be different. The energy to change power states may also be different. Let $p_{Y 1}$ and $p_{Y 2}$ be the static power for the two performance levels. Let $k_{1}$ and $k_{2}$ be the energy to turn on/off $Y$. We use (4) to determine the average power in the two performance levels: at $\beta_{1}$, the power is $p_{X}+\frac{\alpha}{\beta_{1}} p_{Y 1}+\alpha e_{d}+2 \sqrt{k_{1} p_{b} \alpha\left(1-\frac{\alpha}{\beta_{1}}\right)}$; at $\beta_{2}$, the power is $p_{X}+\frac{\alpha}{\beta_{2}} p_{Y 2}+\alpha e_{d}+2 \sqrt{k_{2} p_{b} \alpha\left(1-\frac{\alpha}{\beta_{2}}\right)}$. The difference is
$\alpha\left(\frac{p_{Y 1}}{\beta_{1}}-\frac{p_{Y 2}}{\beta_{2}}\right)+2 \sqrt{p_{b} \alpha}\left(\sqrt{k_{1}-\frac{k_{1} \alpha}{\beta_{1}}}-\sqrt{k_{2}-\frac{k_{2} \alpha}{\beta_{2}}}\right)$
We can use this formula to determine which performance level will cause lower power consumption based on the values of $\alpha, k, p_{b}, p_{Y 1}, p_{Y 2}, \beta_{1}$, and $\beta_{2}$. If this difference is positive, $\beta_{2}$ should be used because it causes lower power consumption. Otherwise, $\beta_{1}$ should be used.


Figure 4. The amount of data in the buffer when $\alpha>\beta$ and $X$ is turned off periodically.

Our method can be used to a symmetrical situation when $\alpha>\beta$. In this case, $X$ is turned off periodically to save energy. Figure 4 shows the amount of data stored in the buffer. During $t_{1}, X$ is turned
on to generate data; the data accumulate at rate $\alpha-\beta$. Then, $X$ is turned off during $t_{2}$ when $Y$ continues removing the data from the buffer. From the figure, we obtain $Q=(\alpha-\beta) t_{1}=\beta t_{2}$. Suppose $k$ is the energy to turn on/off $X$. The minimum power occurs if we exchange $\alpha$ and $\beta$ in (2) - (5).

## 5. Experiments

We use an Integrated Development Platform (IDP) from Accelent for our experiments because it has several test points for measuring the power of individual components. IDP has (a) an Intel 400 MHz XScale processor, (b) 64 MB SDRAM memory from Micron, and (c) an IBM 1GB microdrive using the PCMCIA interface. We use them as $X$, buffer, and $Y$ respectively. We measure the power by a data acquisition card from National Instrument.

| $e_{X}$ | $0.030 \mathrm{~J} / \mathrm{MB}$ | $e_{Y}$ | $1.338 \mathrm{~J} / \mathrm{MB}$ |
| :---: | :--- | :---: | :--- |
| $e_{b}$ | $0.006 \mathrm{~J} / \mathrm{MB}$ | $p_{X}$ | 0.166 W |
| $p_{Y}$ | 0.125 W | $p_{b}$ | $0.012 \mathrm{~W} / \mathrm{MB}$ |
| $k$ | 0.151 J | $e_{d}$ | $1.374 \mathrm{~J} / \mathrm{MB}$ |

Table 1. Parameters.

### 5.1. Parameters

We use three methods to obtain the parameters: (a) direct measurement, (b) calculation based on measurement, and (c) calculation using components' data sheets. First, we directly measure the static power of the XScale processor $(X)$ and the microdrive $(Y)$. They correspond to $p_{X}$ and $p_{Y}$. Second, we calculate $k, e_{X}, e_{Y}$ from the measurement results. The value of $k$ corresponds to the energy consumed by $Y$ to finish two operations in PCMCIA: suspend and resume. These two operations turn off and turn on the microdrive; together, they consume 0.151 J . In order to obtain the values of $e_{X}$ and $e_{Y}$, we measure the power of $X$ and $Y$ with different values of $\alpha$ and $\beta$. The values of $e_{X}$ and $e_{Y}$ are obtained by subtracting the static power of $X$ and $Y$ and dividing the differences by $\alpha$ and $\beta$. Third, we use Micron's power calculator $[15,16]$ to calculate the power consumed by the SDRAM. This can calculate SDRAM's power consumption of different sizes. Experimental measurement cannot obtain the same information because SDRAM is always installed with a multiple of $2^{n} \operatorname{MBs}(n$ is an integer). Table 1 lists the values of all parameters.

### 5.2. Power Savings

The power savings depend on the values of $\alpha$ and $\beta$. Figure 5 shows the percentage of power savings for different $\alpha$ and $\beta$. The percentage is the ratio of the left-hand side of inequality (7) and the static power of $Y$, namely $\frac{\left(1-\frac{\alpha}{\beta}\right) p_{Y}-\left(\alpha e_{b}+2 \sqrt{k p_{b} \alpha\left(1-\frac{\alpha}{\beta}\right)}\right)}{p_{Y}}$. The range of $\beta$ is from $0.1 \mathrm{MB} / \mathrm{S}$ to $0.7 \mathrm{MB} / \mathrm{S}$ because $0.7 \mathrm{MB} / \mathrm{S}$ is the microdrive's maximum speed in IDP (this is lower than the maximum bandwidth in IBM's product specification). When $\beta$ is a constant, power savings decrease as $\alpha$ grows. This is because the buffer consumes more power and $Y$ has to be on longer. When $\alpha$ remains a constant, a larger $\beta$ saves more power. The reason is that increasing $\beta$ allows $Y$ to remain off longer. When $\alpha=0.33 \mathrm{MB} / \mathrm{S}$ and $\beta=0.7 \mathrm{MB} / \mathrm{S}$, the power savings are 0.029 W . Because the static power of Y is 0.125 W , the percentage is $\frac{0.029}{0.125}=23 \%$ (point A in Figure 5). The required buffer is 1.5 MBs . When $\alpha=0.3 \mathrm{MB} / \mathrm{S}$, and $\beta$ increases from $0.4 \mathrm{MB} / \mathrm{S}$ to $0.7 \mathrm{MB} / \mathrm{S}$, the percentage increases from $5 \%$ to $28 \%$ (point B and C). This figure also indicates that, for a given value of $\beta$, no power is saved when $\alpha$ is sufficiently large. In other words, the inequality of (7) is not always true. This relationship between $\alpha$ and power savings depends on the values of $k, p_{Y}, e_{b}, p_{b}$, and $\beta$.


Figure 5. Power savings for different $\alpha$ and $\beta$

## 6. Conclusion

This paper presents a general method to reduce energy consumption by inserting data buffers between two components. This method considers both static and dynamic power of all components and calculates the buffer size for optimal power savings.

The method can be extended to components with multiple performance levels. The experimental results show that the percentage of power savings depend on the arrival rate and the departure rate.
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