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ABSTRACT the test power dissipation significantly.

Scan-based cores impose considerable test power challenges due to e‘gje transformations utilized are restricted to bijective ones, such as

cessive switching activity during shift cycles. The consequent test powePR dates and inverters, as the delivery of any test vector and the obser-

constraints force SOC designers to sacrifice parallelism among core te&80n of any captured fault effect should be guaranteed. In this paper,

as exceeding power thresholds may damage the chip being tested. \#gintroduce a matrix band algebra to model the impact of any possi-
duction of test power for SOC cores can thus increase the numberdg XOR/lnverter_ insertion on test dgta trg_nsfprmatlon. Such a modell_ng
cores that can be tested in parallel, improving significantly SOC test ables the realization of any possible bijective test data transformation
plication time. In this paper, we propose a scan chain modification tedRrough the insertion of logic gates in appropriate locations. As the com-
nique that inserts logic gates on the scan path. The consequent benefRif{e transformation space can thus be explored globally, optimal power
test data transformations are utilized to reduce the scan chain transitiegflctions can be attained by the proposed methodology.

during shift cycles and hence test power. We introduce a matrix bandAS each scan chain modification imposes distinct transformations on
algebra that models the impact of logic gate insertion between scan c&li§uli and responses, the proposed algorithm should search for the scan
on the test stimulus and response transformations realized. As we helyain modification that minimizes the overall test power. Modeling re-
successfully modeled the response transformations as well, the mettgfnse transformations though is more complicated compared to mod-
ology we propose is capable of truly minimizing the overall test powegling stimulus transformations, which have been thoroughly analyzed
The test vectors and responses are analyzed in an intertwined manpipreviously suggested techniques; these schemes have overlooked the
identifying the best possible scan chain modification, which is realizddghly challenging modeling issues associated with response transforma-
at minimal area cost. Experimental results justify the efficacy of the prtens, and hence failing to handle scan-out power issues. The increased
posed methodology as well. complexity of response transformation modeling stems from the fact that
1. INTRODUCTION transformed response bits depend not only on the captured response bits

. . . ut also on the inserted stimulus bits as well; transformed stimulus bits,
Alttaining parallelism among core tests translates into SOC test ap k the other hand, depend only on the test vector bits to be delivered.

cation tlm_e reductlo_ns; yetincreased power dissipation eleyates the_ f 5ntifying the connection with the XOR/inverter insertion is more chal-

of da”.‘ag'”g the chip undgr test. The test power prob_lem IS €specigq ging in the case of response transformations, consequently. In this

acute in a scan-based environment as the shift operations for the deline,"\ve present a complete analysis, investigating not only the stimu-

ery of test stimuli and the C_O”?‘C“O” qf responses create ‘099"”9 IN SGAX transformations but also the response transformations, resolving the
cells. The consequent switching activity in the core internal 10gic Magsqqciated modeling challenges successfully. Based on the outcome of

nifies test power dissipation. our analysis, we develop an algorithm which handles the stimuli and the

_ Test power dissipation during shift cycles can be reduced by decreggs,ses in an intertwined manner, identifying the best possible scan
ing the number of transitions that occur inside the scan cells. The shlftlggain modification and hence minimizing the overall test power.

of complementary values in consecutive cycles results in the toggling of
each scan cell through which complementary adjacent stimulus bits gre
to pass. An analogofs argument c:n be drawyn inJa similar manner for%[re PREVIOUS WORK
consecutive bits of responses observed through the scan-out pin. Highlumerous methodologies that aim at test power reduction in a scan-
correlation between consecutive inserted stimulus bits and consecutiased environment have been proposed recently. The utilization of exter-
observed response bits reflects into reduced scan chain transitions, e@tly controlled gates [1, 2] has been shown to reduce test power drasti-
sequently. cally, albeit at the expense of functional performance degradation due to
In traditional scan-based test, the stimulus inserted to the scan chadiitional gate delays introduced on functional paths. Appropriate pri-
is identical to the test vector delivered into the scan cells; similarly, theary input assignments during the shift cycles [3, 4] help reduce transi-
response transmitted to the tester is identical to the response capturetbim propagation from the scan chain to the circuit under test; however,
the scan cells. In the proposed methodology, we break this equivaletive effectiveness of such techniques is limited, as typically circuits are
by modifying the scan chain; we propose the insertion of logic gates besntrolled mostly by scan chains rather than primary inputs. Scan chain
tween the scan cells, transforming over numerous shift cycles the stinpastitioning techniques [5, 6] have also been proposed for test power re-
lus inserted to the actual test vector and the response captured to th@uetion; the scan chain is decomposed into several partitions so as to
sponse transmitted, with the number of shift cycles equaling the numbieve only one of the partitions active at a time, reducing scan chain rip-
of scan cells. As the introduction of the logic gates is confined to withisling. Test vector ordering and scan-latch ordering techniques [7], mod-
the scan path, it creates no interference with the functional operationifatation of test cube compaction [8] and test generation [9] procedures
the chip timing-wise, fully preserving SOC performance. The proposetnstitute a set of alternative techniques for reducing scan power dissi-
scan chain modification and the consequent test data transformation pation. These techniques extract test power reductions yet at the expense
thus be utilized to reduce the number of scan chain transitions, subsidaigrolonged test application time [8, 9], performance degradation [1, 2],
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Figure 1: Impact of inverter insertion 1 0 1 1 1 1
or possible layout constraint violations [7]. Figure C:
~ Anumber of scan chain modification techniques for test power reduc- = > 3] a5 5l -
tion [10, 11, 12] have been proposed. These techniques essentially rely 1 1 1 0 1 0
on scan chain modifications with block-contained impact on the test data % % é 0 1 1
transitions. Constraining the impact of scan chain modifications within 1 1 0 1 9 9

blocks delivers algorithmic benefits but necessitates the imposition of
certain restrictions on XOR gate insertions, resulting in modifications
that are locally optimal but may stray considerably from the global opretween the first two scan cells as shown in Figure 2.C; however, this
timum. The technique in [11] modifies the scan chain by utilizing onlyhodification eradicates partially the benefit of the previous modification
inverter insertions, while in [12] X(N)OR gate insertions with block-as some transitions are re-introduced between the fourth and the fifth bit
contained impact are employed. Even though the techniques outlingskitions. An algorithm that identifies the optimal scan chain modifica-
in [10, 11, 12] exhibit algorithmic simplicity, the restriction to a subsefion necessitates an understanding and modeling not only of the precise
of XOR gate insertion configurations significantly hampers optimality ifinpact of the insertion of XOR gates but also of their interference.
power reductions, failing to reap appreciable additional power reductions_et us examine how a stimulus is transformed into a test vector over
possible. a number of shift cycles; in the example in Figure 3, a stimulus of
Scan chain modifications with the block-contained impact constraift11011” is transformed into “100101" over 6 shift cycles. This trans-
eliminated have been proposed in [13, 14]. In these techniques, the férmation operation can also be formulated in binary matrix multipli-
pact of any possible XOR/inverter has been successfully modeled, eation algebra; an upper triangular binary square transformation matrix
abling the exploitation of any possible bijective transformation. Thesgith each dimension equaling the number of scan cells can be right-
schemes have investigated only stimulus transformations; although theytiplied by a stimulus matrix, to produce the test vector métiBach
have attained optimal scan-in power reductions, they have overlookgsh-zero entry in the transformation matrix denotes the test vector bits
the responses, leaving the scan-out power issues unhandled and henge XORed in forming the transformed stimulus bits. We denote this

Figure 2: Scan chain modification

failing to minimize overall test power. matrix asI2D, as this transformation represents the mapping from the
Insertedstimulus to theDeliveredtest vector. In the same figure, the
3. MOTIVATION 12D matrix embeds three discontinuities. It is interesting to note that the

The identification of the optimal scan chain modification hinges on tranes on the first upper off-diagonal band right before the second and the
modeling of the impact of XOR/inverter insertion on test data transfofifth columns account for the XOR gates inserted before the second and
mation. Specifically, the following questions need to be answered. Hdle fifth scan cells, respectively; the discontinuity on the second upper
can the optimal mapping that transforms the given test vectors and e#-diagonal band however cannot be accounted for as straightforwardly.
sponses be identified? How can this transformation be realized througA he transformation mapping the test vectors to the inserted stimuli
the appropriate scan chain modification? To answer these questions, @amé the one mapping the captured responses to the observed responses
needs to examine the impact of logic gate insertion between scan celishould somehow be related to the XOR/inverter insertions. The former

Inverters have local impact on the stimulus transitions, as the inserapping, which we denote @321, is simply the inverse of 2D, which
tion of an inverter between two scan cells complements all the test vaee have mentioned in the previous paragrapB] is an upper triangular
tor bits that are to pass through it while keeping intact the bits prior &guare matrix that can be left-multiplied by a test vector matrix to pro-
the insertion point. The clustered complementation of the bits preserikte the inserted stimulus matrix. T@apturedto Observedesponse
the transitions between them except for the single transition between ttansformation, which we denote 620, however, necessitates further
two stimulus bits that are to be delivered into the scan cells connectawialysis, as the observed response bits depend not only on the captured
through the inverter. An analogous argument can be made for the impegsponse bits but also on the test vector bits that reside inside the scan
of inverters on the response transitions; the only transition that gets cagalls during shift operations. Th€20 matrix is not a square matrix,
plemented is the one between the two response bits that are capturegbimsequently; the number of rows@20 equals one less than twice the
the scan cells connected through the inverter. The overall effect is limitedmber of scan cells, while the number of columns equals the number of
to a complementation of the transition frequency at that point only. ~ scan cellsC20 contains one row for each of the stimulus bits except for

A quick look at XOR gate insertion on a scan path reveals the chalhe leftmost bit, and one row for each response bit. In the upcoming sec-
lenges associated with the modeling of the impact of XOR gate insertitions, we will show how a relationship can be established betW&n
though. The example in Figure 2 illustrates the impact of the insertionafid 72D, thoroughly explaining the impact of XOR/inverter insertions
XOR gates on the scan path; the actual test vectors which happen t@béhe test data transformations realized.
the stimuli to be inserted to the unmodified scan chain are given in Fig-The inverter insertion impact is simpler to model compared to XOR
ure 2.A, while Figures 2.B and 2.C illustrate the modified scan chaigsites, as the inverter insertion impact consists simply of transition fre-
along with the stimuli to be inserted. It can be seen that the insertion of
an XOR gate as in Figure 2.B eliminates all the transitions between thg gimple transposition argument can be used to show that a lower trian-

fourth and the fifth bit positions. The transitions between the first tWgular matrix can be left-multiplied by the stimulus matrix, equivalently.
stimuli bits can be eliminated by the insertion of yet another XOR gafiéhe test stimulus and vector will be denoted in column form in that case.
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Figure 4: 12D, D2l and C20 transformations

algebra defined in the previous section. First we introduce the matrix-
quency complementation. Inverters enable handling of XNOR insertiopgsed transformations and explain the relationships between these trans-
also, by utilizing XOR transformations that map to high transition freformations. We follow this up with an exposition of the relationship
quencies, which are then complemented through inverter insertion. Ti@&ween thef2D matrix bands and XOR gate insertion, as this matrix
identification of the optimal logic gate insertions necessitates a two phaggplays the modified scan chain characteristics more explicitly.

algorithm. The XOR insertions aim at skewing the transition frequen\c%t;_ Test Data Transformations

as close to 0.0 or 1.0 as possible, with the latter case being resol
through an inverter insertionmaximal transition frequency skewthe ~ The impact of XOR gate insertion can be modeled as transformation
aim of XOR transformations, consequently. functions. TheD2I function maps the test vectors to the stimuli needed
at the input of the scan chaif2D, on the other hand, maps the inserted
4. MATRIX BAND ALGEBRA stimuli to the data delivered into the scan cells, i.e., the test vectors to
Modeling the impact of XOR gate insertion hinges on an in-depthe applied. The220 function maps the captured responses to the re-
matrix-based analysis. In this section, we introduce an algebraic f@ponses observed by the tester; the observed response bits depend both
mulation based omatrix bands engendering such a modeling. Theon the captured response bits and on the subsequent stimulus bits. Fig-
algebraic formulation we present focuses on triangular matrices, as care 4 illustrates these transformations for a scan chain modified through
strained by the unidirectionality of the scan shift operations. XOR gate insertions; the subsequent stimulus bits are denotegiby
We represent a contiguous subset of dHe off-diagonal band for an the response transformation in this figure. In this example, the leftmost
n x n matrix composed of a consecutive set of 1's fromhét‘" col-  captured response bit;, is transformed intd; @ s5, with s5 denot-
umn to the rightmost edge of the matrix as #g,;, band. B3, ,, for ing the rightmost bit of the subsequent stimulus. Figure 5 provides the
example, denotes th&" upper off-diagonal band with a string of 1's corresponding matrix representations fa», D21 andC20 in Figure
starting from the intersection of the+ 1" column and the first row. 4.

Figure 3: Stimulus transformation operation

Similarly, B? denotes the full diagonal band, whilg?~! denotes the C20:
band composed of the single top right corner entryBA., designation 12D: D2l 00000
with d > n orinit > n signifies a null band. 00000
One may be tempted to surmise, albeit incorrectly, that the representa- é (1’ 1 (13 8 (1J g i é é 8 8 8 8 8
tional power of this band denotation falls short of being able to represent 00110 00111 11100
any upper-triangular matrix, as the band definition constrains the string 00011 00011 05919
of 1’s to run contiguously until the rightmost matrix column. By taking 00001 00001 00010
00001

the XOR of a number of bands, however, any intermixed string of 0's
and 1's can be representedhand list denoted a$3 L, can therefore be Figure 5: Matrix representation for 12D, D2l and C20 in Figure 4

introduced to represent any upper-triangular matrix:

BL‘(illJz,--Jn) :@B;ii 1)

The band list shown above denotes that strings of 1's start on the posi-

The product of thd2D and D21 matrices equals the identity matrix,
denoted byI, as one can verify by performing the multiplicatfoim
Figure 5.

I2D-D2I = I )

tions designated by the odd numbered elements of the list while strings

of O’s start on the even numbered ones. Any upper triangular matrix cal

hence be represented as the collection of various band listE2 Ihena-
trix in Figure 3, for instance, can be represented @B L, 5, ® BL;.

Taking the XOR ofBldi with a collection of other bands results in
the complementation of all the off-diagonal band entries between t
and the rightmost columns. [f exists in a band list, it creates a.

1

discontinuity ( — 1 or 1 — 0) on the band between ti{g — 1)t and
1"

corresponds to a distinct band; th2D matrix in Figure 3 consists of 3
discontinuities, resulting in 3 distinct bands, namfﬂ’ﬁ,, B} andB2,
in its band representation.

5. MODELING THE IMPACT OF XOR GATES

columns. Consequently, each discontinuity on an off-diagonal bal

pFinding the connection betweé D and the response transformation,
C20, is slightly more complicated though. To understand this relation-
ship, we need to define the Scan Chain Characteristic, denosd@s
which represents the transformation function for the complete left-to-
bight traversal of the modified scan cha8%'C denotes the value that a

shifted all the way from the scan-in pin to the scan-out pin transforms
into. It is apparent that the rightmost column of tfD matrix yields
SCC. For any bit position, the composition of the associate® and

O transformations is the same and equals$li&C' of the modified
scan chain. Intuitively, one can understand this statement by consider-
ing the:** captured response bit which is to be shifted out by traversing
all the scan cells at positions greater thathe consequent transforma-
tion function constitutes th€'20 function corresponding to thé&" bit.

In this section we present the relationship between XOR gate inséps these matrix multiplications model XOR operations, the inner prod-
tion and the consequent test data transformation through the matrix bawts are to be computed through XORing the product terms.
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The traversal of the remainder of the scan chain, namely the scan ce o 0 1 0
at positions smaller thai) corresponds to th&2D of the same bit; the o0 0 o

composition of the two transformation functions yields the traversal or . . . .
the complete scan chain, nameél¢'C. In the example in Figure 4, the Figure 8: Computation of D21 and C20 entries

SCC of the modified scan chain constitutes the XOR of a bit with thgred. In the first case, the XOR gates inserted overlap; the consequent
previous bit. The third captured response bit, for instance, transfordD can be obtained by taking the sum of the individual bands corre-
into the XOR of itself and the first response bit. The first stimulus bit igPonding to each XOR gate. In the second case, the XOR gates are non-
delivered into the first scan cell intact, while the third stimulus bit trangverlapping; due to the interference of the XOR gates, the consequent
forms into the XOR of itself with the first and the second stimulus bitd 2D includes the produtiof the two bands in addition to the individual

The result of the composition operation for the third bit is the XOR dpands. Figure 7 illustrates a scan chain modified through four XOR gate
the third bit itself with the second bit which yields tiS'C. The com-  Insertions. In this example, the modifications corresponding@nd
position operation can be formulated by another matrix multiplication 43 overlap; there is no other overlapping among the four XOR gates, re-
in Figure 6, establishing the relationship betw&&?0 andI2D. The sulting in a number of product bands with no more than three terms each.
reader can verify the correctness of this formulation by applying it on tfd1e band list representation and the resuliiag) matrix are provided
matrices in Figure 5. in figure 7 as well.

5.2 XOR Gate Insertion and Transformations 6. ALGORITHMIC FRAMEWORK

Mapping a transformation function to the appropriate scan chain mod-Having identified the impact of inverter and XOR gate insertion on test
ification necessitates an understanding of the impact of XOR gate inséata transformations, in this section we present algorithms for test power
tions in the scan chain. In this subsection, we analyze the relationshinimization through the implementation of the transformation that op-
between XOR gate insertion and the resultiizd) implemented by the timally maps any given set of test vectors and responses. Specifically, the
modified scan chain. proposed test power minimization algorithms consist of two subroutines;

We first start with the impact of a single XOR gate insertion. The stinihe first one identifies the optimal test data transformation based on the
ulus bits that are delivered into the scan cells without passing through tRét set, while the second one identifies the scan chain modification with
XOR gates remain intact. The stimulus bits that pass through the X@®nimal area that implements the optimal transformation.
gate however are transformed, all identically, if a single XOR gate is be-In the following subsectiond,S represents the matrix whose rows are
ing inserted. A single m-input XOR gate insertion between(the1)!*  composed of the transformed stimuli and can be obtained by the right-

andst® scan cells results in a transformation denoted by: multiplication of TV, the test vector matrix, by)2I. It can be seen
thatTV - D2I = IS and equivalentyI'V. = IS - I2D. Similarly,
2D = I é B 3) OR represents the matrix W_hose rows are compo_se_d of the transformed
et responses and can be obtained by the right-multiplicaticgh bR, an

augmented matrix consisting of the concatenation of test vector and re-
whereind; denotes the number of scan cells between the XOR gate agigbnse bits, b@'20, so as to account for the fact that observed response
thei*” input tap and., the identity matrix. bits depend on test stimulus and captured response bits. As the trans-

In multiple XOR gate insertions, two distinct cases need to be consigymed response bits depend on all the bits of the subsequent test vector
except the leftmost bi 'V R does not contain the leftmost bit of the test
vectors. Furthermore, in the augmented matrix, each test response vector
is located in the same row with the subsequent test vector.

The transitions between two consecutiti§ (OR) columns can be
computed by XORing the two columns bitwise, forming the correspond-
ing transition columneach transition column entry denotes the boolean
expression that represents whether a transition exists between the asso-

1
(Jyas B, ® ciated transformed test data bits.
1 1 2 1 1
58 @8, 8 @8, 6.1 .Optlma.l Test Data Transformatlon. -
101 2 11 2 In this subsection, we present the proposed algorithm for identifying
B,B, B, ©B,B, B, é 1 é 8 8 8 the optimal test data transformation; the algorithm searches fdi2tbe
S 1 o 2 ® 3 _loo1101 matrix that yields the transformed test dat&,andO R, with maximized
=1 BL(2,3,4) BL(3,4,6) BL(G) 000111 - - ) ] ) 4 ditd
000011 3Simple matrix algebra manipulations yleﬁfll B2 = Bi;Jr 2 for
000001

the product of two bands.
Figure 7: 12D computation



IS: Circuit | Power Reduction (%) Area Cost (%)
TV: s713 66.3 14.2
0101 01 S3 54D 3% s953 452 12.1
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o = s15850 73.4 11.0
Stimuli 1 23 535932 845 7.2
o 2 WOEB i 105
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%2 51‘2@513@523@ S2%s Avg. 70.4 10.2
OR: Table 1: Power reductions attained by the proposed methodology
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0011101 S D%4D% LA 1 to satisfy the maximal number of equations; the equations that cannot
10 03 1010/+C20=%, $0% SRS 0 be satisfied contribute to the power cost_. 'I_'he_system of equatlo_ns yvhlch
0000001 has the largest number of equations satisfied is selected for assigning the
‘ 00 0 1 12D column entries.
/ To account for the stringent area and layout constraints, the proposed
Response $,D S, S350 L5453 algorithm can be slightly modified. Additional constraints may be incor-
Transition ENE 40,50 58 porated into the algorithm by restraining the number of discontinuities in
Columns 14128734 187 122350 1234 I2D bands incurred when handling the transition columns. As these dis-

0 1
Figure 9: Computation of transition columns

continuities reflect into XOR taps, the incorporation of such a constraint
enables the exploitation of the power-area tradeoff.

transition frequency skew. The maximization of the transition frequend.2 Minimal Area Implementation

skew inIS andOR is performed in an intertwined manner, computing |n this subsection, we provide an algorithm for implementingith®
anI2D matrix that minimizes overall test power. matrix with minimal area overheadin Section 5.2, we have shown that

To enable an efficient search for the optind@lD matrix, the D2I'  gverlapping and non-overlapping XOR gate insertions have distinct im-
andC2R entries are represented in terms of 2 entries; the com- pact, as an additional product term is introduced in the latter case. The
putation of these matrix entries is performed based on the relationshipplementation of thd 2D matrix at minimal area cost necessitates the
presented in section 5.1. An example that illustrates this computationsi§iection of the best possible configuration at every step. Yet predicting
provided in Figure 8 for a scan chain consisting of 4 scan cells; the reag@{ether the existence of a product band is beneficial in realizing higher
can verify that the relationships provided in Equation 2 and Figure 6 a@gree bands is a challenging issue; not only the individual impact of the
satisfied by the matrices in Figure 8. product band but furthermore its interference with other bands should be

The proposed algorithm then proceeds by transforming the test vegrounted for as well. We therefore utilidecision variablesvhenever
tors and responses through matrix multiplication operations. The tragsgecision is to be made regarding whether an XOR tap is to be con-
formed test data entries are computed in termd b entries. The figured as overlapping or nonoverlapping. As the consequent decision
transition columns are subsequently obtained by taking the column-wiggiables become a part of tHieD bands implemented, the existence
XOR of the transformed test data columns. The example in Figure 9 §f some XOR taps introduced in the subsequent steps depends on how
lustrates the computation of the first two transition columns associal@gse decision variables are assigned. As many conditional XOR taps as
with the transformed test datas andOR, for the given set of test vec- possible are eliminated by appropriately setting the decision variables,
tors and responses. realizing the minimal area implementation.

As the optimization criterion consists of transition frequency skew The algorithm processes a singl2D band in each step. The bands
maximization, thel2D entries should be assigned so as to set the egoser to the diagonal are handled earlier, as the product of a number of
tries of each transition column to all 0's or all 1's. Two systems of equigwer-indexed bands results in a higher indexed one. After each step, the
tions are formed, consequently, one for minimizing and one for maxi2 p matrix implemented so far by the XOR insertions is updated so as
mizing the transition frequency in a transition column. The stimulus aRg account for the product bands as well. The band that the algorithm
response transition columns are handled in an interleaved manner. jsTg implement in the'” step therefore consists of the difference of the
account for the fact that distinct transition columns have distinct Cog: 12 pand and thé!” band of the matrix that has been implemented
tribution to the power cost, the transition columns with larger contribuyg far by the XOR gate insertions, with the difference computed simply
tions are handled earlier; a stimulus transition at bit posifitdggles as an XOR operation of the band lists. In every step, the XOR gates that
i — 1 scan cells, while a response transition at the same location togg#p implement the band being handled are inserted into the scan chain.
N — i — 1 scan cells, withV denoting the number of scan cells. Thewhenever a decision is to be made regarding whether an XOR tap is to
rightmost stimulus transition column and the leftmost response trangk configured as overlapping or nonoverlapping, a decision variable is
tion column are therefore handled initially. Subsequent to the assignmegtind to this XOR configuration. The bands implemented by the XOR
of the 12D entries in handling a transition column, the other transitiofhsertions therefore depend on the decision variables. Subsequent to han-
columns are updated. dling all the bands, the decision variables are assigned so as to minimize

In each step, the number of equations equals the number of test @er number of XOR taps.
tors (responses). The variables in the system consist di2tBeentries
corresponding to the column being handled. The solution of a syste7m EXPERIMENTAL RESULTS
of equations can be identified through the Gaussian elimination tech-The proposed test power reduction scheme has been applied to sev-
nique [15] if a solution exists. If both systems of equations fail,#a® eral fully-scanned circuits in ISCAS89. The fully specified test sets that
entries are assigned, by using a linear dependency based heuristic, sreasised to compute the test power reductions achieved by the proposed



Consecutive Scan Chain Optimal

Circuit | Inverters [11] | X(N)ORs [12] | Partitioning [6] | Scan-in [13] | Proposed
s713 16.0 18.7 455 41.3 66.3
5953 9.7 11.6 40.3 16.3 45.2
s1423 8.5 10.4 51.9 44.2 71.3
s5378 8.4 10.2 38.0 43.8 69.3
$9234 11.2 125 42.6 36.1 68.7
513207 9.6 10.3 39.1 45.2 70.4
515850 135 16.2 53.9 47.3 73.4
35932 10.1 11.3 47.9 49.2 84.5
38417 10.6 12.4 49.4 46.3 76.3
38584 11.2 13.2 50.2 48.8 78.8
Avg. 10.9 12.7 45.9 41.9 70.4

Table 2: Comparison of test power reduction percentages

methodology are generated by ATALANTA [16]. appropriate locations is thus enabled. The hardware implementation can
Table 1 demonstrates the test pofveductions attained by our methodbe performed cost-effectively as the algorithm we have developed is ca-
ology along with the area costs. The second and the third columns deiable of identifying the minimal area cost solution.
the test power reduction percentages for fully specified test vectors ando demonstrate the efficacy of the proposed approach, we have ap-
the associated area costs, respectively. On the average, more than @léd it on several ISCAS89 benchmark circuits. The experimental re-
reduction is attained by the proposed methodology. An interesting obsgwits indicate the benefits of the proposed scan chain modification. Espe-
vation is that the test power reduction percentages increase as a functiafly for larger benchmark circuits, test power reductions up to 85% for
of circuit size, as can be seen in the three largest circuits, all exceeditlly specified test vectors are attained, strongly favoring the proposed
75% reductions, boding well for real industry SOCs. methodology over the previously proposed techniques.
Table 2 presents the test power reduction comparisons in the cege REFERENCES
of fully specified test vectors against various previously proposed teé%E

niques [11, 12, 6, 13]. The scan chain modification methodologies in [11’1] H. J. Wunderlich and S. Gerstendorfer, “Minimized power consumption for

12] anstraln the impact Qf scan Cha'n_ mOd'T'C?UO,nS within blocks. The[ﬂ R. Sankaralingam and N.A. Touba, “Inserting Test Points to Control Peak
experimental results confirm the benefit of eliminating the block-contained power During Scan Testing”, BFT, pp. 138—146, 2002.

impact constraint on XOR gate insertions; the ability to use any possif3] T. Huang and K. Lee, “An input control technique for power reduction in
ble scan chain modification siginificantly enhances the test power reduc- scan circuits during test application”, TS pp. 315-320, 1999.

tions. The proposed methodology is also compared against a scan chéh N. Nicolici, B. M. Al-Hashimi and A. C. Williams, “Minimisation of power
partitioning methodology [6], which attains appreciable test power re- dissipation during t?st application in full-scan sequential circuits using pri-
ductions at the expense of increased test control complexity. This tecIE:- mary input freezing’JEEE TCOMR vol. 47, n. 2, pp. 256-262, 1998.

nique constitutes an orthogonal approach that can be applied in conjun ] L. Whetsel, "Adapting scan architectures for low power operationTI@,

tion with the methodology we propose. Finally, the proposed met_hodolfe Y. Bonhomme, P. Girard, L. Guiller, C. Landrault, S. Pravossoudovitch and
ogy is compared against the scan chain modification technique in [13]," H.J. wunderlich, “A modified clock scheme for a low power BIST test pat-
which attains optimal scan-in power reductions; as scan-out power is not tern generator”, in/TS pp. 306-311, 2001.

handled in [13], the proposed methodology significantly outperforms [13]7] V. Dabholkar, S. Chakravarty, I. Pomeranz and S. M. Reddy, “Techniques

in terms of overall test power reductions. for minimizing power dissipation in scan and combinational circuits during
test application”JEEE TCADR vol. 17, n. 12, pp. 1325-1333, 1998.

8. CONCLUSION

[8] R. Sankaralingam, R. R. Oruganti and N. A. Touba, “Adapting scan archi-
In this paper, we propose a test power reduction methodology for SO tectures for_low power operation”, MTS pp. 35“_40’ 20.00' N
: . . \Eﬂ R. Sankaralmggm, B. Pouya gnd_N.A. Togba, Reducing Power Dissipation
cores, enhancmg parallelism among core tests and hence cutting dq During Test Using Scan Chain Disable”, 'S pp. 319-324, 2001.
SOC test time. The methodology we propose is based on the power-wjg§, o. Sinanoglu, I. Bayraktaroglu and A. Orailoglu, “Test Power Reduction
efficient transformation of a given set of test vectors and responses into  Through Minimization of Scan Chain Transitions”, VATS pp. 166—171,
a new set of inserted stimuli and observed responses. Such a transforma- 2002.
tion is realized by inserting bijective gates between the scan cells.  [11] O. Sinanoglu, I. Bayraktaroglu and A. Orailoglu, “Scan Power Reduction
We have individually analyzed the impact of XOR/inverter gate in-  1Nhrough Test Data Transition Frequency Analysis”/TiC, pp. 844-850,
sertion on test stimulus and response transformations realized and éﬁi 2002.' . B .
. . . . O. Sinanoglu, I. Bayraktaroglu and A. Orailoglu, “Reducing Average and
consequent mterrelatl_onshlps between thes_e transformatlpns. We_ h Ve peak Test Power Through Scan Chain ModificatigeTTA vol. 19, n. 4,
formulated these relationships through matrix-based equations, which in  pp. 457-467, 2003.
turn give rise to the implementation of an algorithm that reduces bothi3] O. Sinanoglu and A. Orailoglu, “Modeling Scan Chain Modifications for
scan-in and scan-out power simultaneously. The algorithm we propose Scan-in Test Power Minimization”, ifTC, 2003.
handles stimulus and response transformations in an intertwined manrig$] O. Sinanoglu and A. Orailoglu, “Aggressive Test Power Reduction Through
minimizing overall test power. Test Stimuli Transformation”, ilCCD, 2003.
The methodology we propose has the capability of realizing any bil5] G. W. Stewart,Introduction to Matrix ComputationsAcademic Press,
jective test data transformation, as the novel matrix band based algebra 1973.
we have developed models the impact of XOR/inverter insertion on tfES] H. K. Lee and D. S. HaDn the Generation of Test Patterns for Combi-
actual test data transformation realized. The implementation of the best national Circuits Technical Report 12-93, Department of Electrical Eng.,
possible test data transformation through the insertion of logic gates at Virginia Polytechnic Institute and State University.

scan based BIST”, iliTC, pp. 85-94, 1999.

pp. 863-872, 2000.

4Test power reductions are computed based on the number of scan chain
transitions; it has been shown in [8] that the number of scan chain tran-
sitions and the actual test power dissipation are strongly correlated.
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