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Abstract 
 

Continuos-Time filters are widely used in signal 
processing but require a tuning system to align their 
frequency response. Several tuning techniques have been 
proposed in the literature, which can be grouped in two 
basic schemes: master-slave and self-calibration 
arrangements. Here we propose a novel tuning approach 
which can be applied to both tuning schemes. The tuning 
algorithm is based on the application of a pseudo-random 
input Test Pattern Signal and on the evaluation of a few 
samples of the input-output cross-correlation function. 
The key advantages of the proposed technique are 
basically the use of a pseudo-random pattern signal which 
can be generated by a very simple circuit in a small die 
area and the simple circuitry required to sample the filter 
output and to perform the cross-correlation operation. 

Some experimental results of the application of the 
proposed tuning technique to a benchmark filter are given 
in order to assess its effectiveness. 
 
 
1. Introduction 
 

In Continuous-Time (CT) filters the time-constants are 
defined by uncorrelated components (gm/C or R·C), 
therefore, even if they can operate with low op-amp UGB 
(unity-gain-bandwidth), they strongly require a tuning 
system to align their frequency response. This becomes 
particularly important when compensating for component 
variation from their nominal values (due to technological 
spread, aging, temperature, etc.), and when aligning the 
filter frequency response to different target frequency 
responses as required, for instance, by a multistandard 
telecommunication terminal. 

Several tuning techniques have been proposed in the 
literature to adjust continuous-time filter frequency 
response [1-6]. They can be described and compared in 
terms of frequency response accuracy, time for tuning, 
and interactions with filter performance. 

The popular master-slave tuning scheme, is composed 
by a slave filter which has to effectively process the signal 
and by a master filter just for tuning purpose which has to 

be properly matched with the slave circuit [3]. In the 
master circuit a time constant is adjusted by controlling 
one or more component values with a tuning control 
signal, which is then passed to the matched slave filter, 
whose frequency response is then properly adjusted in 
order to process the true input signal. The control signal 
can be either analog or digital, presenting advantages and 
disadvantages, as follows.  

An analog control signal allows to continuously adjust 
the time constant with an analog control voltage. This is 
the case of gm-C or MOSFET-C filters, in which the 
‘resistive’ part of the time constant (transconductance gm 
or MOSFET resistance) can be controlled by an analog 
voltage/current. This approach presents all the typical 
advantages of analog systems (large not-quantized 
accuracy, no distributed clock, etc.). On the other hand, it 
requires that the tuning system is continuously active (thus 
increasing the overall power consumption), since storing a 
high accuracy analog control voltage would be difficult. 

In the alternative tuning approach, a digital word is 
employed to switch on or off a set of analog unit element 
devices, which determine the time-constant to be tuned 
[4], and the accuracy of the tuning system is correlated to 
the quantization of the component whose value has to be 
adjusted. Thus, the length (number of bit) of the control 
word typically corresponds to the achievable system 
accuracy.  

The master-slave tuning scheme is effective only if a 
good matching between the master and the slave circuits is 
possible. If this requisite is not satisfied, this scheme is no 
more practical. For this reason a self-calibrating scheme 
can be adopted [5]. In this solution the transfer function of 
the main filter is directly controlled. The main filter 
operates in two separate configurations: calibration or 
signal processing. During calibration, a Test Pattern signal 
is applied to its input and the relative output voltage is 
processed by the tuning circuitry in order to adjust the 
control signal. This control signal is used during signal 
processing to maintain the adjusted filter frequency 
response. This solution is particularly effective with a 
digital approach, in which the control words are 
memorized in proper registers. On the other hand, this 
approach requires a specific timing scheme, since the 
signal cannot be processed during calibration phase, 
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where Rxx(t) represents the auto-correlation function of 
x(t). When the input is an ideal white noise, Rxx(t) is a 
Dirac pulse δ(t), therefore Rxy(t) coincides with h(t).  

which could be a strong limitation in certain signal 
processing systems. For both tuning schemes (master-
slave and self-calibration) the algorithm to be 
implemented for the time constant control has then to be 
discussed. In most tuning algorithms, the main 
parameters, which can be used to compare them, are the 
kind of input signal pattern and complexity of its 
generation circuitry, the control of a single parameter of 
the frequency response (gain, pole frequency, etc.) or of 
the complete frequency response behavior, the error 
detection circuit complexity and accuracy, and the control 
algorithm circuit complexity and accuracy. 

In a typical on-chip implementation of the cross-
correlation algorithm, x(t) is a finite length sequence of L 
rectangular pulses of constant width ∆t and whose 
amplitude can assume a positive or negative value with 
same probability. 

In the ideal case, the auto-correlation function of such a 
signal is: 
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In the following, a novel tuning approach is proposed 

[7]. This scheme can be applied to both the master-slave 
and to the self-calibration scheme. The tuning algorithm is 
based on the use of a pseudo-random Test Pattern signal 
and on the evaluation of a few samples of the cross-
correlation between the pseudo-random Test Pattern and 
the corresponding filter response [7]. The proposed 
technique offers several advantages. First, the pseudo-
random input pattern signal can be generated with a very 
simple circuit in a small die area. Moreover, the tuning of 
the overall filter frequency response is carried out (and not 
of a part matched with it). Last, a very simple tuning 
circuitry is required for the evaluation of the cross-
correlation samples needed by the tuning scheme [7]. 

In practice, even when L→∞, Rxx(t) is only an 
approximation of the Dirac’s pulse, since its shape is a 
triangular pulse of width depending on ∆t: 
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Furthermore, the finite length of the sequence 
introduces a tail in the auto-correlation function of the 
input stimulus and this affects the accuracy of the 
estimated h(t), especially for large values of t. As a 
consequence the width of the single pulse ∆t and the 
length L of the sequence must be carefully chosen, 
depending on the bandwidth of the circuit and on the 
accuracy of the estimation of h(t) required by the tuning 
operation [8]. Moreover, the power density spectrum of 
Rxx(t) as expressed in equation (3) exhibits the first zero at 
f0 = 1/∆t, and thus, for the accurate tuning of a filter with 
cut-off frequency fc, fo should be chosen conveniently 
greater than fc. We usually assume fc≅ fo/5, so that the 
width of each pulse of the pseudo-random sequence 
should be ∆t≤1/5fc. 

 
2. The pseudorandom sequence based tuning 
algorithm 
 

For a Linear Time Invariant (LTI) circuit, the tuning 
parameters are directly related to its impulse response h(t) 
and the tuning process can be accomplished through the 
evaluation of a suitable approximation of h(t). In 
particular, it has been shown [8] that the main circuit 
specifications can be related to a limited number of 
samples of h(t). 

It has been widely reported in the literature [9] that the 
impulse response h(t) of an LTI circuit can be estimated 
by means of the input-output cross-correlation function 
Rxy(t), provided the input signal has the frequency 
spectrum of a white noise. For continuous-time signals 
and stationary input x(t), the cross-correlation function 
Rxy(t) is given by: 

A Linear Feedback Shift Register (LFSR) with a 
suitable number of stages can perform the on-chip 
generation of the pseudo-random sequence. The use of a 
LFSR entails the advantage that, once the initial states of 
the flip-flops have been set, the finite input sequence is 
univocally determined, thus the tail of its auto-correlation 
function is always the same and the input-output cross-
correlation function depends only on the current tuning 
configuration of the filter. In other words, the tails of the 
auto-correlation function of the input sequence do not 
depend on the particular realization of a stationary and 
ergodic process x(t).  
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where y(t) is the circuit response. When the input signal 
x(t) is ergodic, we can express the cross-correlation 
function as a statistic average (expected value): In the typical scheme shown in Fig. 1, used for the on-

line tuning, the filter is embedded between a DAC and an 
ADC. In the following it will be shown that simple 
assumptions strongly simplify the system implementation, 
making it very advantageous. 

)()()()()]()([)( thtRdtRhtyxEtR xxxyxy ∗=−=+= ∫
+∞

∞−

θθθττ , (2) 

 



If this situation does not occur, a study of the sample 
sensitivities with respect to the filter specifications sj is 
required. These sensitivities may be expressed in terms of 
the partial derivatives ∂ij=∂Rxy(mi)/∂sj. In this way it is 
possible to identify the conditions to be met in the choice 
of the signature, in order to approximate the ideal above 

First of all, since the pseudo-random Pattern Signal 
generator delivers a two-level bitstream, the DAC is 
realized with two switches which connect the filter input 
node to one of two reference voltages. It can be shown 
that the auto-correlation function of the two-level input 
sequence achieved is a good approximation of a Dirac’s 
delta. 

On the other hand, the quantization error of the ADC 
could affect the evaluation of the input-output cross-
R
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Fig. 1. Evaluation of the cross-correlation function.
correlation function.  However, we found that even a very 
low resolution ADC may be employed as the quantization 
errors are averaged by the cross-correlation operation. 
This strongly simplifies the system implementation. Thus, 
by increasing the length of the input sequence, even a 1-
bit ADC, i.e. a simple comparator, can be employed, for 
tuning purposes. This is of particular relevance when a 
high sampling rate is needed since, in general, high 
resolution ADCs cannot be too fast. Fig. 2 shows different 
estimations of the cross-correlation function of a 
Butterworth low-pass filter, obtained for three input 
sequences of different lengths and using a 1-bit ADC to 
sample the output. 

As a conclusion, the system of Fig. 1 can be 
implemented for the specific case of filter tuning with a 
single bit DAC and a single bit ADC, which greatly 
reduces the cross-correlation circuit complexity [7]. 

Once a good estimation of the filter impulse response 
has been achieved, by means of the input-output cross-
correlation function, the next issue to be dealt with in the 
tuning operation is the choice of a suitable set of samples 
of the cross-correlation function assumed as circuit 
signature.  

Starting from the specifications to be tuned, sj, j=1,…n, 
the most advantageous situation would occur if the 
tolerance interval defined on each sj would map 
monotonically in a corresponding interval of at least one 
of the n samples of the signature. In this case the 
procedure would only consist in tuning one specification 
at a time, on the basis of the comparison between the 
actual value of the corresponding Rxy sample and the one 
of the nominal circuit [10,11]. 

 

described mapping [10,11]. 
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  Fig. 2. Butterworth low-pass filter: normalized cross-
co n functions obtained with a 1-bit comparator and 

input sequences of different lengths. 
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it has been shown [10,11] that, with reference to e.g. the 
specification s1: 
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Thus it is possible to tune the filter specification s1 to 
its nominal value, by means of the value of the m1

th 
sample of the cross-correlation function, as compared to 
the one of the nominal circuit [7]. 

Once the specification s1 has been tuned, the next 
sample m2 of the signature can be chosen as the one which 
satisfies the less restrictive conditions:      

)(),......,()( 22322 SSS n∂∂>>∂ . 
In other words, since the first specification s1 has already 
been tuned, the second sample Rxy(S,m2) can be chosen 
regardless of the value of ∂21.  

By iterating this procedure, the complete signature is 
identified as the minimum set of samples needed to tune 



the filter specifications to their nominal values within 
fixed tolerances [7].   
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3. Tuning of a benchmark active-RC filter 
 

.Usually the time constant deviations, and thus the cut-
off frequency of an active-RC filter, can be corrected by 
using switchable binary-weighted capacitor arrays with 
MOSFET switches. The capacitor array, whose total 
capacitance is here indicated by Carray, consists of a fixed 
capacitance Coff and N binary weighted switchable 
elements, the smallest of which has a value denoted δC. 
The capacitor array can be tuned by a N bit digital code in 
order to compensate the technological spread. The total 
capacitance value achieved for a given tune code is: 

Table I gives the nominal values of each component.  

m 

CnCC offarray δ⋅+= ,                     (7) 
where n is an integer in the range [0, (2N-1)]. Given a x 
per cent technological spread, the design equations are: 

100/1 x
C

C nom
off +
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Notice that the static gain and the pole quality factor 
depend only on ratios of homogeneous components, while 
the pole frequency depends on non-homogeneous 
components. Changing the value of the capacitors Ci 
allows to control the value of ωc, which is thus the only 
specification to be tuned. This can be done realizing these 
components as arrays of unit elements whose connection 
is given by a digital word, as described above. The 
number of unit elements (i.e. the number of control bits) 
gives the accuracy of control of the passive components 
and, therefore, of the parameter (ωc) to be tuned.  

For typical receiver channels, the pole frequency is 
required to exhibit a relative error with respect to its 
nominal value lower than 5%. This will depend on the 
number of bits adopted for the digital tuning. 
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 The maximum error between the discrete capacitance 
value Carray  and the nominal value Cnom is given by:  

%100
2
1

nom
MAX C

Cδε ±= .      (10) 
TABLE I. Components and characteristics of each cell. 

 
Cell components 

and characteristics 
1st Cell 2nd Cell 

R1=R2=R3 10kΩ 10kΩ 
C1 12.24pF 29.57pF 
C2 4.65pF 1.92pF 
Pole-frequency 2.11MHz 2.11MHz 
Q 0.54 1.3 

Both the fixed capacitance Coff and the switchable 
elements δC are proportional to the nominal value Cnom, as 
it is apparent from equations (8-9). As a consequence, two 
different capacitor arrays on the same chip, tuned by the 
same digital code, exhibit the same percentage variation.  

In practice the ratio between the two capacitor arrays 
remains constant also after they have been tuned.  

 The proposed tuning system [7] has been employed for 
the alignment of the frequency response of an anti-aliasing 
filter for base-band UMTS receivers [12]. The filter has a 
4th order low-pass Butterworth transfer function with a 
2MHz pole frequency and a unit DC-gain. To meet all the 
requirements, a RC-active filter having a multipath 
biquadratic cell as building block is employed. The filter 
is then the cascade of two fully differential multipath 
biquadratic cells. 

 
 
 
 
 
 
 
 
 Each multipath cell allows to use only one op-amp for 

each couple of poles with a consequent power saving. The 
transfer function of the single cell is given by: 
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with R1=1/G1, R2=1/G2, R3=1/G3. The characteristic 
parameters of each cell are: the static gain Av, the quality 
factor Q and the pole frequency ωc and are given by: 

 
 
      
 Fig. 3. Diagrams of Rxy and of its derivatives for a 

Butterworth low pass filter. 
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According to the considerations of sec. 2, only one 
sample Rxy(m) of the cross-correlation function can be 
used as a signature of the circuit, since there is only one 
specification to be adjusted. This sample should be the 
one which satisfies the conditions: 
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Fig. 3 shows, with reference to a 4th order Butterworth 
filter, the diagrams of the cross-correlation function Rxy 
and of its partial derivatives with respect to Av, Q and fc. 
It  results, from Fig. 3, that Rxy(m) should be chosen with 
m in the range [20-23], as in this range the partial 
derivative of Rxy taken with respect to fc assumes a much 
greater value than the other partial derivatives.  

However the choice of the first zero-crossing sample 
of Rxy (m=25) as signature would greatly simplify the 
hardware implementation of the tuning algorithm. In fact, 
in this case the tuning operation would be performed 
considering only the sign of this sample. Fig. 4 shows the 
plot of the 25th sample of the cross-correlation function vs 
the cut-off frequency fc. The shape of this plot suggests a 
simple tuning algorithm [7]: if, for instance, Rxy(25) 
assumes a negative value for a given configuration of the 
tuning capacitor array, this also implies that fc>2.11MHz, 
thus Carray must be increased to approach the nominal cut-
off frequency. A possible simple procedure consists in 
adding one δC at a time until the sample Rxy(25) becomes 
positive [7]. Then the best tuning configuration would be 
the one corresponding to the smaller absolute value of the 
signature sample. In the worst case, with this approach, 
the cross-correlation operation must be performed at most 
2N-1 times, if the tuning operation starts from an initial 
configuration Carray=Coff+(2N-1-1)δC. A binary search 
algorithm can be also used to find the best tuning 
configuration. In this case, the evaluation of the signature 

sample should be performed at most only N times, 
therefore the tuning operation can be made faster. 
However a digital finite state machine must be added to 
implement the binary search algorithm, therefore the 
convenience of this solution must be assessed considering 
also this extra-hardware needed. 
 
4. Simulation results 
 

In order to evaluate the efficiency of the proposed 
tuning procedure, a set of MATLAB worst case 
simulations have been carried out on a high-level 
description of the benchmark filter. A technological 
spread of ±20% has been considered both for the resistors 
and for the capacitors. The arrays have been sized 
according to eq. (7-9), and considering a global 
technological spread x=40%. The cross-correlation 
function has been estimated according to the scheme in 
fig. 1, using a 1-bit ADC. The length of the input 
sequence is not critical in the tuning operation, since 
cross-correlation estimations obtained with LFSR of 
different number of stages differ practically only in the 
tails (see fig. 2). Thus a LFSR of 6 stages (L=63 and 
f0=5fc) has been used in the simulations. In every 
simulation the filter has been tuned following the first 
scheme proposed in sec. 3, that is by adding or subtracting 
one δC at a time to the capacitor arrays. 

Fig. 5 shows the cross-correlation functions and the 
Bode diagrams obtained in correspondence of the two 
worst case values, fcmin and fcmax of the cut-off frequency; 
the nominal and the tuned curves are also reported.  

Table II summarizes the results of the simulations in 
terms of the maximum relative errors on the tuned cut-off 
frequency, with different numbers of tuning bits N. The 
minimum values of the tuning capacitors δC are also 
reported. From table II it  appears that increasing N over 5 
does not cause a further decrease in the maximum error, 
since the overall accuracy is limited by the accuracy in the 
estimation of the cross-correlation function. 

 
Fig. 4. Plot of the 25th sample of Rxy vs the cut-off 

frequency fc for the benchmark filter. The remaining 
specifications are fixed to their nominal values. 

 

  
Table II.  Summary of the tuning results for the 

benchmark filter. 
 

 
N

Resistor 
Variation 

[%] 

Capacitor 
Variation 

[%] 

 
δC 

Maximum  
Error on fc 

[%] 
3 15 12 262 fF 8.68 
4 12 20 122 fF 4.15 
5 20 20 59 fF 2.79 
6 20 20 29 fF 2.79 

 
Finally an estimation of the time needed by a single 

tuning operation should be done. Basically the tuning time 
is dominated by the time tIN needed to apply the input 
pseudorandom sequence, which depends on its length L 

 



fcmax 
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Fig. 5. Cross-correlation functions and Bode diagrams corresponding to the worst-case 
configurations before the tuning operation. 

and on the width of the single pulse ∆t. For a six stage 
LFSR (L=63), the time tIN is: 
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  The total tuning time, tTOT, depends on the number of 
cross-correlation estimations needed by the whole tuning 
operation. Thus for the two tuning procedures described in 
sec. 3 we have, respectively tTOT=(2N-1)×tIN, or tTOT=N×tIN.  
 
5. Conclusions 
 

In this paper a novel technique for the tuning of 
continuous-time filters is proposed. The technique is 
based on the use of a pseudo-random test pattern to 
measure, and, as a consequence, correct, the filter 
frequency response. The key issues of this proposal regard 
the simplicity of the input test pattern generation and also 
of the measuring output signal circuitry, which is limited 
to a single comparator. The output error evaluation is 
realized with a cross-correlator operating with a few 
output samples sequence. The proposed technique allows 
to achieve a tuning error mainly dominated by the number 
of bit used in the tuning circuit and with a very small 
tuning time. This appears particularly interesting for the 
application of the proposed technique to the realization of 
telecommunication multi-standard terminals. Extension to 
high-Q, continuous-time filters is currently under study. 

realized with a cross-correlator operating with a few 
output samples sequence. The proposed technique allows 
to achieve a tuning error mainly dominated by the number 
of bit used in the tuning circuit and with a very small 
tuning time. This appears particularly interesting for the 
application of the proposed technique to the realization of 
telecommunication multi-standard terminals. Extension to 
high-Q, continuous-time filters is currently under study. 
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