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Abstract

Interconnect delay dominates system delay in modern
circuits, and with reduced feature sizes, coupling capaci-
tance and signal crosstalk have become significant issues.
By spacing interconnect wires effectively, and avoiding long
parallel runs, coupling can be reduced; with current routing
methods, however, this is difficult to achieve.

In this paper, we present a new approach to area rout-
ing. Rather than inserting routes sequentially (using a per-
formance driven maze router), multiple candidate routes for
each connection are generated; excess routes are then elim-
inated iteratively. Experiments show that we obtain sub-
stantial reductions in coupling capacitance, without sacri-
ficing routing completion rates.

1 Introduction

Interconnect delay now dominates system delay in many
circuits, and the coupling capacitance between adjacent
wires can significantly impact performance. Traditional
area routing methods based on maze routing have difficulty
in addressing this issue; in this paper, we present a routing
approach that can optimize coupling capacitance, and that
complements traditional methods. The work presented has
been a collaborative effort between academic and industry
researchers; we focus on the academic routing tool here.

In the remainder of this paper, we first discuss the area
routing problem, and briefly consider related earlier work.
We also summarize physical constraints which have been a
motivating factor in our work. We next outline our approach
to this problem, illustrated with small examples. Our exper-
imental results focus on routing completion rates (which re-
flect achievable routing density) and capacitance estimates
for problems that are intentionally made difficult; we also
show portions of routings from industrial circuits. We con-
clude this paper with a summary of results, and suggestions
for future work.

2 Previous Work and Objectives

Area routing is the most difficult and general form of de-
tail routing. Informally, detail routing problems with con-
nections on two sides of a rectilinear region are channel
routing problems (for example [7, 11, 13]). If there are
connections on four sides of a region, we have a switch-
box routing problem[12, 3]. If there are also connection
points within the routing region, we have an area routing
problem[13].

While channel routing is essentially solved, switchbox
and area routing are still quite difficult. The central prob-
lem which makes both switchbox and area routing difficult
is that one route may block another, preventing a solution
from being found. Most area routers utilize shortest path al-
gorithms to connect pairs of points; while finding a shortest
path can be done in polynomial time, finding routes for all
connections is NP-complete.

When routing cannot be completed easily, heuristic
methods are employed. The most common method, rip-
up and reroute, is relatively simple. When routes cannot
be completed, some connections that have been made suc-
cessfully are removed, and the routes that were previously
blocked are routed in the space that was made available.
This approach is widely used; it is time consuming and does
not guarantee a solution.

Our routing formulation assumes that the circuit routing
has been decomposed into a set of “tiles” or “global routing
cells”, as is done in [15][4][9]. Each tile contains a number
of pins which must be connected; we decompose multi-pin
nets using an efficient Steiner tree heuristic[2]. Our objec-
tive is to find precise routings within each tile for each sig-
nal net, obeying design rules, and with consideration of per-
formance constraints. There may be specific restrictions on
the routing of a connection: a net may be noise-sensitive, re-
quire unusual width or layer assignment, and may possibly
require shielding. We wish to avoid if possible the compu-
tationally expensive rip-up and reroute process. With area
routing problems, there are essentially three issues to con-
sider.

� The first problem is finding a path between a pair
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points. There is an abundance of research on this
problem, starting with maze search on graphs[6][10].
Much of the work on area routing has focused on im-
proving the speed of maze routing, and adding consid-
eration of physical constraints[8, 5]. While finding a
path between a pair of points can be time consuming,
and efficient implementation of the algorithms is diffi-
cult, there are satisfactory solutions to this problem.

� Second, physical and performance constraints must be
considered. We summarize these issues as follows.
Delay: increased routing lengths generally increase
delay; to meet performance constraints, a routing solu-
tion may have restricted lengths for some connections.
Coupling Capacitance: in general, two routing lines
can act as a capacitor. If the distance between a pair
of lines is small, and they run in parallel for a signifi-
cant distance, the capacitance introduced can degrade
performance substantially. In some cases, it is possible
that the coupling between a pair of routes will result in
a spurious transition. Design Rules Correctness: it
is common to have spacing requirements for vias and
lines that differ on a layer-by-layer basis, and the al-
lowed locations for some features may depend on the
other nearby features. Simple maze-routing methods
can fail to address these issues correctly, and develop-
ing a design-rule correct maze router is nontrivial.

� The third and most important issue to consider in area
routing is ensuring that all required paths can be made.
As was mentioned, traditional methods utilize exten-
sive rip-up and reroute. We are interested in an alter-
nate method, which will provide better solution quality
with lower run times.

There are some similarities in our approach to prior work
on satisfiability-based routing (for example [14]). Seg-
ments that may be used to complete a routing are mapped
to boolean variables, and a boolean equation can be con-
structed to model the design rule constraints. There are
also some similarities in our approach to a recent multi-
commodity flow based global router[1], which uses ran-
domized rounding to select from a set of Steiner trees for
each net.

3 Our Approach

Overview of Approach
To complete a set of connections, we first generate mul-

tiple possible connections between points, using a simple
combinatorial approach. If we wish to connect pin A to pin
A

�
, we might consider single-bend routes on a variety of lay-

ers; these can be enumerated easily. We refer to each route
as a candidate route, and the set of routes connecting A to A

�
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Figure 1. Candidate single-bend routes for
two points, using two metal layers.

as a bundle. A pair of points, and a set of candidate routes,
is shown in Figure 1. Each candidate route is evaluated only
on it’s functionality: it must connect a pair of points, but we
place no constraints on the wire sizes (other than minimum
width), number of vias, number of bends, or layers used.
A routing solution will contain only a single route for each
connection; if there is more than one route for a connec-
tion, we have excess routes. Each generated route is design
rule correct by construction, but a pair of routes may violate
design rules or even intersect.

We model the interactions between candidate routes with
a constraint graph: in this graph, each candidate route is
represented by a vertex, and design rule violations between
routes are represented by edges. This is perhaps the most
dramatic departure from previous methods.

A small routing problem is illustrated in Figure 2(a). In
this figure, we have three pairs of points which must be con-
nected; each pair of points has two candidate routes. The
constraint graph is shown below, modeling the design rule
violations between pairs of routes. Determination of the
routing solution is through the elimination of excess routes;
we repeatedly select a (redundant) route which has high
cost, and remove it.
Candidate Route Generation

If we have l routing layers, and a pair of points to con-
nect at locations

�
x1 � y1 � and

�
x2 � y2 � , we can enumerate L-

shaped and Z-shaped routes using various layers. Routes
may be restricted to preferred direction if desired; we find
that when non-preferred direction routing is used, subsec-
tions of the problem naturally organize themselves as pre-
ferred direction. The tool developed by the academic group
can either generate routes using extremely simple rules or
routes that comply with MOSIS design rules.
Route Elimination

After route generation, we must eliminate excess candi-
date routes from each connection, until only a single route
remains for each connection. If two candidate routes from
different bundles intersect (or violate design rules), we say
that the bundles interact. The cost of an individual route is
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Figure 2. Our routing approach first generates a number of candidate routes for each net, and then
removes excess routes to eliminate design rule violations (or to minimize coupling capacitance on
critical-path connections).

a function of the route length, and the number and nature of
interactions with other candidate routes. The cost of a bun-
dle is a function of the costs of each candidate route within
the bundle.

The route elimination process operates by selecting the
highest cost (excess) route, and then eliminating it. Costs
for remaining routes are recalculated, and the process con-
tinues as long as excess routes remain.
Route Costs

Each candidate route has a cost based on the length of the
route (and the number of vias required to realize it), and also
on the number and type of interactions with other candidate
routes.

If a candidate route ri intersects with route r j from an-
other bundle, we add a penalty cost pintersect to the cost
of ri. If a candidate route ri violates design rule spacing
with route r j, we add a penalty cost pspacing. If a candidate
route ri has a coupling capacitance c with route r j , we add
a penalty cost c � pcoupling.

In practice, we set pintersect to a large value (1000),
pspacing (900), to a slightly smaller value, and pcoupling to
a small value (1). This weighting results in the removal of
routes that intersect or violate design rules, with the impact
of coupling capacitance acting as a “tie-breaker.”
Coupling Capacitance Optimization

In practice, we find that there are many instances where
there are several possible ways to complete a connection.
By making a preference for routes that are not adjacent, we
can reduce coupling capacitance; experiments described be-
low show that this can be surprisingly effective. By con-
trast, consider the behavior of maze-routing based methods.
If Dijkstra’s algorithm is used, a route will “turn” when it

encounters an obstacle; this can result in the route running
parallel to an existing feature, with the two routes having
significant coupling.
Summary of Approach

The routing approach considers all required connections
at the start of processing, and eliminates routes that cause
the greatest difficulty. At the very earliest stages of de-
tail routing, we can easily determine both best case and
worst case conditions for each candidate route. This al-
lows the determination of best case and worst case system
level performance, with these bounds becoming progres-
sively tighter as the routing process progresses.

The best case performance of a route is one in which
all other nearby candidate routes have been eliminated, re-
moving coupling capacitance. The worst case performance
would have the route with highest coupling capacitance
from each nearby bundle contributing to the delay. The
best case and worst case performance of each bundle can
be determined from their candidate routes. This allows de-
termination of system level best case and worst case perfor-
mance, resulting in our ability to detect problems at an early
stage, and to optimize the circuit in the most critical areas
first.

4 Experimental Results

In this section, we show experimental results obtained
by our new routing tools. Routing results from the academic
routing tool are shown in Figures 3(a) and (b). These figures
show routes that use simplified design rules. The commer-
cial routing tool was tested on heavily congested portions
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(a) (b) (c)

Figure 3. Three routing problems completed by our tools. The first two problems are routed with the
academic tool, while the third is an industrial design routed by the commercial tool.

of industry designs; a portion of one routing is shown in
Figure 3(c).

The experiments we report here use the academic rout-
ing tool, and consider the new approach, a traditional maze-
routing based approach, and our new approach followed by
maze routing. We also show results when we consider cou-
pling capacitance as part of our optimization objective.

4.1 Comparison with Maze Routing

To allow direct comparison with traditional methods, we
first show net completion rates of our new approach and
a maze routing based approach on a number of randomly
generated problems. We show results for four layer routing
problems in Figure 4. In these experiments, pairs of points
are randomly distributed on a 200 by 200 grid, with each
routing problem having from 10 to 150 pairs. We report the
average number of routes completed by our new approach
on 10 different problems. This Figure shows the following
points.

� Route completion rates for our method and traditional
maze routing are comparable. While the type of routes
considered by our method are restricted to L and Z
shapes, this does not dramatically reduce the number
of routes we can complete.

� A hybrid routing method obtains the best results; we
first find many routes using our method, and then insert
additional routes with a maze router. The maze router
is able to find connections that require multiple bends,
and these cannot be generated by our enumeration pro-
cess. Maze routing alone has a lower completion rate,
however: because the routes can have multiple bends,
early routes can create obstacles that later routes have
difficulty in avoiding.
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Figure 4. Completion rates for a traditional
maze-routing approach, our new approach,
and our new approach followed by post-
processing by maze routing.

� We include completion rates in this Figure where we
optimize coupling capacitance; the achievable density
is close to maze routing and our approach.

In other experiments using one to three layers, and on
different grid sizes, our results are similar.

4.2 Coupling Capacitance Optimization

Coupling capacitance, as well as other physical effects,
depend on wire adjacencies, and this is extremely difficult
to control with maze-routing approaches. This issue was
a motivating factor in our work, and effectively addressing
these interactions was one of our objectives.
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Figure 5. When we consider coupling capac-
itance in our optimization, we can obtain
routes that significantly reduce this effect,
simply by better distribution of routes. As
routing density increases, so does coupling
capacitance.

In our next set of experiments, we show the estimated
coupling capacitance of the interconnect wires. The aca-
demic routing tool uses the simplified model of Gao and
Liu[7]; routes which are adjacent incur “one unit” of cou-
pling capacitance penalty per unit length. By incorporating
this objective into our cost function, we obtain dramatic de-
creases in total coupling capacitance (and also significantly
lower peak capacitance). These experiments are illustrated
in Figure 5. We have again a 200 by 200 graph, 4 layers,
and 10 to 150 pairs of pins. We report the total capacitance
along all connections, and compare to the results of our tool
without consideration of this effect. Total completion rates
of the two methods are similar, and were included in Figure
4. The main points we wish to stress are the following.

� By simply avoiding placing routes adjacent to one
another, we can reduce coupling capacitance signifi-
cantly. There can be many ways to route a set of con-
nections, and some routings are better than others.

� Coupling capacitance optimization does not necessar-
ily mean poor routability. Figure 4 shows that comple-
tion rates are comparable.

4.3 Algorithm Run Times

As our new routing approach considers the connections
from a geometric perspective, and does not use a grid-based
model, run times are independent of grid size. In experi-
ments with small problems, the run times for maze routing
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Figure 6. Run times (in seconds) for the rout-
ing tools. With large graphs, the maze routing
approach incurs a substantial increase in run
time.

and our approach were comparable. For larger graphs, the
O

�
nlogn � performance of our approach was substantially

better than quadratic (in terms of graph resolution) per-
formance observed with the maze-routing approach. Run
times for problems with 100 pairs of points on a variety of
graph sizes are shown in Figure 6. The main points we wish
to stress are the following.

� Our new approach is extremely fast, and independent
of the size of an underlying routing grid. Because the
constraint graph is generated using computational ge-
ometry methods, run time is only affected by the num-
ber of routes that need to be completed; variable width
routing, tapered wires, and other issues that are ex-
tremely difficult to handle with maze routing do not
impact our method at all.

� A hybrid approach is substantially faster than the maze
routing approach. Most routes are completed quickly
with our new method, leaving only a few routes to be
handled by the more computationally expensive maze
router. Total run time is thereby substantially reduced.

5 Summary and Conclusion

Area routing will become progressively more difficult, as
the constraints on interconnect wires become more demand-
ing. Variable width wiring is supported on only some area
routing tools, and implementation of crosstalk optimization
is even more difficult. As feature sizes scale down, there
will be even greater demand for tools that support novel in-
terconnect structures, and there may eventually be a need

5



for direct consideration of lithographic issues during phys-
ical design. Maze-routing based approaches are pushed to
their limit; we expect that future design tools will need to
utilize alternate methods.

In this paper, we have presented an unusual approach
to area routing; this has been implemented in two routing
tools, one developed by an academic group, and a second
developed by a commercial CAD tool developer. We find
that a hybrid, using our new approach for routing the ma-
jority of connections quickly, followed by more compute-
intensive maze routing, produces the best results.

We have also shown that our approach can handle physi-
cal constraints effectively; we have integrated a simple cou-
pling capacitance model into the academic tool; this has
resulted in substantial reductions in estimated capacitance.
We are currently developing a more accurate capacitance
estimation method.

Despite the simplicity of the approach, we can obtain
higher completion rates than maze-routing, which has been
the workhorse of traditional area routing tools. We can also
easily and directly support variable width and spacing of
wires. Complex design rules, which will become progres-
sively more demanding as device sizes scale down, can be
handled easily. The method is computationally efficient,
and we do not need to restrict routes to preferred routing
directions or specific layers to improve run times or route
completion rates.

Our current work involves integration of this approach
with global routing, and adding support for performance
driven interconnect structures. We are also working with
a lithography group to explore methods that will improve
manufacturability while reducing mask cost.
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