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Abstract — This paper defines a new diagnosis problem for di- ria to determine the maximal fault resolution for a given pattern set
agnosing delay defects based upon statistical timing models. We become much more complicated.
illustrate the differences between the delay defect diagnosis and  Based on the statistical timing information, we propose a new di-
traditional logic defect diagnosis. We propose different diagnosis agnosis framework. We define the concept of diagnosis error function
algorithms, and evaluate their performance via statistical defect and study the performance of different error functions. Each function
injection and statistical delay fault simulation. With a statistical  views the matching of the failing behavior from a different point of
timing analysis framework developed in the past, we demonstrate view and hence, may lead to different diagnosis results. We conduct
the new concepts in delay defect diagnosis, and discuss experi- experiments based upon statistical defect injection and fault simula-
mental results based upon benchmark circuits. tion. At the end, we discuss future research directions for the new
diagnosis problem.

A. Introduction

. - : : . B. Background and Motivation
rocess variations, manufacturing defects, and noise are major fac-
tors to affect timing characteristics of deep sub-micron designs [1, 2]. Historically, the diagnosis problem was defined over the logic do-
The delay effects from these factors are hard to predict [3] [4], andain and no timing information was involved. To diagnose a logic
the traditional assumptions of discrete timing and delay models bdefect, a fault model is usually assumed. The stuck-at fault model is
come inapplicable. These DSM factors should better be captured amiiely used in many diagnosis algorithms that can often be classified
simulated using statistical models and methods [5]. into two types: areffect-cause approach and eause-effect approach

In today’s industry, the single stuck-at fault model remains one ¢6]. An effect-cause approach pre-computes faulty behavior based
the most affordable and effective models for defect diagnosis. Thgon an assumed fault model and stores the information in a fault
stuck-at fault model does not contain timing information and hencédjctionary. Then, the behavior of a failing chip is compared with the
defect diagnosis is done purely on the logic domain. Logic defe&ult dictionary and the most probable faults causing the faulty behav-
diagnosis often relies on the construction ofaalt dictionary that ior are identified. In a cause-effect approach, the stuck-at fault model
contains information to differentiate the good and faulty behavior iallows an ATPG to determine, from the failing behavior, if a particular
the presence of each stuck-at fault. Then, for a given failing chip, thi@e should be stuck-at. Then, by searching backward and matching
failing behavior is compared to the information in the fault dictionaryto the input patterns, probable faults can be identified.
and the most probable fault is selected as the candidate for the defecin the past, much of the diagnosis research focused on two direc-
source [6]. If we assume that the defects are from the single studiens. One was to improve the efficiency of diagnosis by avoiding the
at faults, then it might be possible to identify the exact fault causingomputational expense of creating a large fault dictionary. The other
the problem depending on the existence of a test pattern set that ¢ato extend the basic diagnosis algorithm for the single stuck-at fault
achieve themaximal fault resolution [6]. However, since defects are model to other defect types [7, 8, 9] or to multiple faults [15]. Even for
rarely single stuck-at faults, the diagnosis offers little guarantee. Thi#agnosing gate delay and path delay faults, most of the previous work
best hope is usually that the diagnosis process can help to pin-pdmbased purely on logic conditions for sensitizing the faults [13, 14].
the location where defects might occur. A statistical diagnosis framework for delay defects has been pro-

In delay defect diagnosis, the problem is fundamentally differeqtosed in [10]. However, this technique requires finding and storing
in two ways: First, the exact delay configuration of the failing chipall possible single and multiplgath delay faults that can be logically
instance is unknown. Second, even with the single defect assumptisensitized under any of the failing vectors. Therefore, it is not practi-
the size of delay defect can be a random variable. These two aspesakfor large designs.
prevent us from applying a traditional logic diagnosis algorithm to In this work, our primary purpose is to carefully define the diagno-
delay defect diagnosis. sis problem for delay defects and understand what are the key aspects

In this paper, we define the problem of delay defect diagnosis basixt make the problem different from traditional diagnosis. Then,
upon a statistical timing model. In this new diagnosis problem, stave propose a new diagnosis framework based upon statistical tim-
tistical timing analysis serves as a predictor for the actual delay coimg analysis and develop various diagnosis algorithms. Through this
figuration of a given failing chip instance. Our diagnosis algorithmstudy, we intend to answer the following questions:
operate on the probabilistic space, instead of the logic space. Becaus€l). What are the differences between traditional logic fault diag-
of this, how to match the failing behavior to the probabilistic informanosis and the delay defect diagnosis in terms of their ATPG and fault
tion contained in the fault dictionary becomes an interesting questicsimulation requirements2). With a good pattern set that gives us a
Moreover, since the delay defect size is a random variable, the criggwod fault resolution in the logic domain, what is the remaining prob-
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lem(s) for delay defect diagnosis to solve in the timing domdB)? through sensitized paths, po, respectively. Suppose the two paths
Assuming that computing and storing logic information in fault dicimerge at a 2-input cell and the arrival time random variables at the two
tionary is not an issue, how well can we do delay defect diagnosigtputs are denoted &g, a,. The output arrival time random variable
(4). What assumptions do we need to make to facilitate the devadf the cell is the joint pdf random variable m@x,a,). Then, suppose
opment of a feasible delay defect diagnosis algorithm? Additionall{erob(a; > ap) = 1. Then, itis possible thai; always dominates the
what tools do we need? output delay (or vice verse). Hence, the pattecan differentiate the

By using an ATPG operating on logic faults without timing, wetwo faults. As it can be seen, even though logically the patteloes
temporarily avoid the complexity of theémed ATPG in this work. not differentiate the two faults, timing-wise it may.
Similarly, by assuming that storing fault dictionary is possible, we Due to the above two reasons, in general, whether or not a test pat-
temporarily avoid the problem of fault dictionary optimization. Bytern can differentiate two given faulhould be characterized as a
isolating these two crucial issues within the logic domain, we can fgerobability value that depends on the given clock period clk. There-
cus our work primarily on the aspects of the problem which uniquelfpre, in delay defect diagnosis, given a pattgrrour first task is to
belongs to the delay defect diagnosis. Moreover, we can study h@empute the probability that detects a particular fault. This infor-
effective the diagnosis will be when the test patterns are producethtion is used to build thegrobabilistic fault dictionary, and our algo-
without considering the timing. rithm will use the dictionary to guess which fault is the most probable

C. Logic Diagnosis Vs. Delay Diagnosis one to be the cause of failure.
In logic diagnosis, the circuit model used in the simulation is asS-1. Probabilistic Fault Dictionary
sumed to logically match to the chip instance. In delay diagnosis,

Vecl Vec? probabilities of failing
this is not true due to the inclusion of statistical delay information.
The failing chip represents only a single instance of all possible delay PO1) 1 0 |match| 08 05 |06 02
configurations intended to be modeled statistically by the CAD tools. po2| o 1 |which? g4 o6 03 05
Suppose the single stuck-at fault model is used in logic diagno-
sis. Let{fy,..., fn} be then faults that belong ta different fault fault #1 fault # 2

equivalence classes. Suppose a pattern set is available to achieverigre 2: lllustration of The Key Problem
maximal fault resolution, i.e. for any pair of faulfg f;, there exists The probabilistic nature of the fault dictionary raises an interesting
a pattern in the set to differentiate these two faults (detect one but rgpiestion. Consider the example in Figure 2. Suppose the failing be-
the other). Then, in theory, given the failing behavior resulting fronhavior of a chip instance is characterized as an 0-1 matrix (1 means
a single stuck-at defect the diagnosis algorithm can conclude exaadiyat an error is observed). Suppose we have a way to calculate (in
which fault is the cause. On the other hand, if the pattern set does tio¢ simulation), for each candidate suspect fault, a probability matrix
achieve the maximal fault resolution, then depending on the resolR-wherep;j represents the chance that a failing output is observed at
tion, an algorithm can conclude a subset of the faults as the potentimimary outputi during the application of test vectgr Then, in the
causes. Exactly which one is unknown. Based upon these obsexample, the underlying question to ask is: which probability matrix
vations, we can say that the resolution of the diagnosis in the logia better match to the failing behavior?
domain is the same as the fault resolution. If we focus on matching the "1” entries in the 0-1 matrix, we would
Take the single transition fault model as an example. In the modalay that fault # 1 is a better match. However, if we focus on matching
no delay information is involved. Therefore, the above statement ftiie "0” entries, fault # 2 would be a better match. In general, depend-
the stuck-at fault model is also true in this case. However, if delaipng on our view of what do we mean by a "better match” the diagnosis
information is involved, then the resolution of the diagnosis is not thenswer can be different. Hence, from this example it is clear that in
same as the fault resolution in the logic domain. Figure 1 illustratesder to develop an accurate diagnosis algorithm, our first task is to
the reasons. In the figure, output arrival times are characterized define carefully how to match the information in the probabilistic fault

probability distributions. dictionary to the failing behavior. We call such functions thagno-
Apply v1 or v2 Apply v siserror functions. In this paper, we propose different diagnosis error
— [ — - functions and compare their performance.
N.A clk el TP The concept of probabilistic fault dictionary also implies that an
L ol d1 ——"] optimal test set considering only the logical conditions may not be
2 4T o e a2 m (alaz” optimal for delay defect diagnosis. In this work, we do not consider
””””” c 02 e *F;é c using a timed ATPG due to its high complexity. Instead, we use a path
pl, p2 sensitized by v ﬁ— d1,d2: potential faults delay fault ATPG as an approximation.
pl: long path al,a2: delay random vars
p2: short path max(al,a2): joint pdf D. Problem Definition
Figure 1: The Impact of Delays in Diagnosis In this section, we define the statistical timing framework and the

In the first case, for a fault, suppose two patterng, v, are avail- delay diagnosis problem. We begin with a sequence of definitions
able. In logic domain, both patterns detecand can differentiate regarding the circuit, statistical timing models, and the defect models.
betweend andd'. However, depending on the timing length of theDefinition D.1 (Circuit Model) A circuit is a 5-tuple C =
sensitized pathgl or p2), the critical probability (shaded area) re-(V,E,I,0, f), where V is a set of vertices, E is a set of arcs, 1,0
sulting from each pattern can be different. If a pattern detects a faaite two subsets of V with | 1O = ¢, and f is a function on E where
through a short path (like), then it is possible that with a small delay Ve € E, f(g) isarandom variable defined over [0, +].
defect size, the pattern does not detect the defect at all. ConsequentlyThis view of the circuit is consistent with the statistical timing
v, can differentiate the two faults in the logic domain but cannot dmodel defined based upon cell-based pin-to-pin delay random vari-
so by considering the delays (it may detect none). ables proposed in [5]. In essence, thdunction characterizes the

In the second case, a pattaraetects both faultsy, dy, logically  pin-to-pin delay random variables while each vertex corresponds to a



cell. We note that in this circuit model, the delay random variablesistance, the error matrix characterizes the error behavior observed

can be correlated, i.€.(g) can be correlated with(ej) for anyi # j.

on the particular circuit by applying the test patternBet Later, we

This circuit model is supported in our false-path-aware statistical tinwill illustrate these points in the development of our diagnosis algo-

ing analysis framework [17].

Definition D.2 (Circuit Instance) A circuit instanceisa 5-tupleCi, =
(V,E, 1,0, fin), whereV isa set of vertices, E isa set of arcs, |,O are
two subsets of V with 1 NO = @, and fj, is a function on E where
Ve €E, fin(g) isaconstant value € [0, +oo].

Unlike a circuit model, on a circuit instance, the pin-to-pin dela
are all fixed values. For convenience, we @s& denote a circuit
In essenCas used in

model, andCi, to denote a circuit instance.
our CAD tools as the predictor for eatly, manufactured.

D-1. Terminology in Statistical Timing Analysis

rithms. In the following, we define the diagnosis problem.

D-2. The Delay Diagnosis Problem
Definition D.8 (Problem Definition - Diagnosis for Delay Defects)
Given a circuit model C = (V,E, 1,0, f), a circuit instance Gy =
V,E, 1,0, fin), a test pattern set TP, a cut-off period clk, and an
unknown defect distribution function Djp, the problem of diagnosisis
to find a defect distribution function D such that the following margin
of error isminimized:

€ = Mar (Errm(Din(Cin), TP, clk),Erry (D(C), TP',clk)) (1)

where TP' is any other arbitrary pattern set.

Below we define the terminology used in our statistical timing analye need to emphasize several key aspects in the above definition of
ysis framework [17]. The diagnosis problem will be formulated usinghe diagnosis problem:

these terms.

(1). TheMargin of Error in essence is théiagnosis error function

A path ponC (orCip) is defined as a path starting from a vertex in mentioned earlier in Section C-1, which is to measure the accuracy of

and ending with a vertex i®. Letp={ey, ..., &}, theTiming Length

diagnosis. Depending on the definition of such a margin function, the

of p, denoted a3'L(p) is a random variable characterized by the joinproblem of diagnosis can be different and consequently, can lead to

distributionSum = f(e1) +--- + f(g). For each vertex; € O, the

different views about what diagnosis algorithm is the optimal ¢2g.

arrival time denoted a#\v (o) is a random variable characterized byBy using an arbitrary pattern s&P in the margin of error function,

the joint distributionMax = max{ p, ...
j, is ending ab;.

,Pj} where eactp, 1 <1 <

we ensure that the diagnosis results can be generalized. This avoids
the problem of identifying a defect function that is specialized to the

Thecircuit delay of C is defined as a random variable characterizegiattern seffP when TP is small. (3). In the definition, we assume

by the distributiom(C) = max{Ar(01), ..., Ar(0|g)) }-

Definition D.3 (Induced Circuit) Given path set P, the induced cir-
cuit of P on C (or Ci), denoted as induced(P), is a subcircuit C'
where any arc not on a path in P is removed fromC.

Definition D.4 (Sensitized Paths) Given a test pattern v for a circuit
C, we define the sensitized set of paths by v as Sen(v) = Path, that
contains all paths in C sensitized by the test pattern v. Smilarly,
given a test pattern set TP for a circuit C, the Sensitized Path Set
Sen(TP) = Pathrp isthe set of paths {py, ..., pj} such that for all i,
1<i<j, pi € Pathy and v € TP for some test pattern v.

Definition D.5 (Satic and Dynamic Timing Smulations) Given a
circuit C, in static timing simulation, the goal is to compute the ran-
dom variable A(C). To compute A(C), the simulator will compute
{Ar(o1), ..., Ar(og) } aswell. With a test pattern set TP, a dynamic
timing simulator computes the random variables A(I nduced(Pathy))
for each v € TP and consequently, computes A(I nduced(Pathrp)).

In [17], we developed a false-path-aware statistical timing analys]L
tool that provides an approximation fé(Induced(Pathrp)) where
TP consists of all possible patterns. The analysis was done implicitl

without a pattern seEP.

Since all delays are calculated as random variables, we |ntrodee

the notion ofcritical probability below.

Definition D.6 (Critical Probability) Given a delay random variable
A and a cut-off period clk, the critical probability of A, denoted as
crtp isthe probability Prob(A > clk).

Definition D.7 (Error \ectors) Given a circuit C = (V,E,I,0, f)
(or a circuit instance G), a pattern set TP, and a cut-off pe-
riod clk, the error (probability) vector for a test pattern v € TP is
Err(C,v,clk) = [crty,...,crto)], where each crtj, for 1 <i <[ O],
is the critical probability Prob(Ar(g) > clk) in the induced cir-
cuit Induced(Pathy) for o € O. Subseguently, we define the er-
ror (probability) matrixasan | O | x | TP |-matrix Erry (C, TP, clk)
= [ErrT(C,v1,clK),...,ErrT(C,virp|,clk)]. The ErrT denotes the
transpose vector of Err. We note that for any output o; that is not
included in I nduced(Pathy), crt; = 0 by default.

that the circuit model is correct. In general, the madehay not be
correct. However, in this paper we do not extend the discussion to that
situation. (4). There are three unknown things in the definition: the
delay functionfj, in the circuit instance and the defect functidhg
andD. For fi,, we can usd in the model as a predictor. For defect
function Dj,, the most intuitive approach is to assume it has a certain
structure in order to simplify the search for

D-3. Defect Distribution

SinceD essentially alters the circuit delay 6f in this work we
adopt a simple segment-oriented assumption for the structude of
Definition D.9 (Segment Oriented) Given a circuit model C =
(V,E,I,0, f), D is a function defined on E, where D(g) = (6;,pi),
pi isarandom variable characterizing the probability of a defect oc-
currence on g, and §; is a random variable characterizing the delay
defect size. Usually, we can assume that & and p; are independent.

For simplicity, we further assume tht andd; are independent
or i # j. Similarly, we assumg;j andpj are independent.

efinition D.10 (Sngle Defect Model) Given a circuit C =
&/ E,l,0O, f), Dsisafunction defined on E such that Ds(g) = (6,,p.).

_| E |. Dsisasingle-defect model if pj € {0,1} and (X, pi) =
Again, p; isthe probability of defect occurrence and & |sthe ran-
dom variable of the defect size.

With the single defect assumption, the defect functidin the
problem definition D.8 is assumed to be of the fdbg Then, during
the diagnosis, the only unknown parameterBiinwhich needs to be
determined from the error behaviirry, is the defect vector p¥e© =

(P1,P2,---,Pm).
E. The Initial Algorithm

The matrix defined in definition D.7 serves as the basis for our
diagnosis algorithm. We use Mgt to denoteErry(C,TP,clk) as
the matrix of critical probabilities based upon the cut-off peribid
Eachert;j in Mg is the critical probability of the arrival time random
variableAr(0;) at outputo; during the dynamic simulation of pattern
vj in TP. In addition, we usé& to denoteErry (Ds(C), TP, clk) as

If C is a circuit model, the error matrix characterizes the probahe matrix of critical probabilities when a particular defect function

bilities of error behavior predicted by the model. Gf, is a circuit

Ds is applied to the circuiC.



Definition E.1 (Signature Probability Matrix) Given M and Egt,
the signature probability matrix is defined as the difference between

the tWO matrIX Scn = Ecn - Mcr[ =
erryp—crtyg

errpp —Criog

errytp| — Crtyrp|
erryTp| — Crigp|

@)

ermoj1 —Crtjoje erTojx|TP| — Crtjo|x|TP)

We note thatvi, j, errijj > crtjj. Hence, for eacls;j in the sig-
nature probability matrixgj > 0. If we use a very large clocélk,
then Mgt can be very sparse, i.e. most of the entries are zeros.
fact, we can always makek large enough so thdl,; = 0. In that
caseSqt = Eqrt. Also note that each j characterizes the "additional
contribution” to the critical probability at outpwd from the defect
function Ds. For example, suppose that without a defe¢tj = 0.1.

It means that with 0.1 probabilitg;'s delay would exceedlk when
applying patterrv;. With defectDs, that probability would increase

to errij = 0.3. Hence, the contribution of the defect to the critical

probability is 03— 0.1 =0.2.

How to proceed with the diagnosis? The diagnosis information we
need for a chip instance 6f, can be characterized by a 0-1 matrix as

the following:
b1 bz byTp
g_| P b2 b7 3)
boj Blop2 Blojx[Tp)

whereb;; = 1 if outputg; fails patterrnv; and,bj; = 0 otherwise.

We call B the (failing) behavior matrix. It corresponds to the ob-
served behavior of the failing chip. Given a behavior matrix, our goal

6. FromPj, calculateq; = I'Il‘gl(pkj). Treat@; as an approxi-

mation to the probability tha; is caused by = 1, i.e., the
behavior of all the primary outputs under vecjomatches the
observed behavior.

7. Forall 1< j <| TP|, after calculating allp;, we calculate];,
the overall probability that the faulty behaviBris caused by

(defecti is the cause). Essentially, each method below implies a

different diagnosis error function (how eaBk; matches tdB).

Method | O;=1— I'I‘szpll(lf @j)- (1— @j) is the probability
that the defect caug® = 1 is not consistent with the out-
put behavior by test patten). Hence,l‘l‘jT:Pl‘(l— @) is
the probability thap; = 1 is not consistent with the out-
put behavior by all test patterns. Consequeifilyjs the
probability thatp; = 1 (defecti) is the cause for the be-
havior of at least one test patternTife.

sITPl

Method Il [; J;ilpl(”. In this way,0; is the average proba-

bility that p; = 1 is the cause for the output behavior of a

test pattern inr P.

Method Il 0; = N!"7(g)). O is the probability that the de-

fectp; = 1 is the cause (or is consistent with) the output
behavior of all test patterns ifP.

In

As it can be seen, each method has a different way to decide
which defect is the most probable cause for the faulty behavior.

8. Letd = [04,05,...,0 \Sﬂ' To diagnose the faulty behavior, we
rank them a&lj, >0j, > --- >0j4 and output the firsK de-

fects{p‘j"fc, e ,p‘j’ﬁc} as the answer.

is to, under the single defect assumption, uncover the defect vectorthe key in the above algorithm lies in Step 5. In that step, we

p¥ec. We note that under the single defect assumpﬁﬁﬁllpi) =1
Algorithm E.1 (Diagnosis Algorithm Al gsim)

Inputs A circuit C = (V,E, 1,0, f); a pattern set P; a behavior ma-
trix B; and an unknown defect functidds under the single de-
fect assumption. Moreover, a user-defined nuniber

Outputs A set ofranked defect vectorpy®, ..., oy each indicating
an unique location of potential defect occurrence.

Steps Use the same cut-off periadik to observe the matriB.
1. Find a set of suspect faul&C E such that each fault i is

logically sensitized to a faulty output by at least one pattern.
This step follows aause-effect approach in the logic domain to

first prune down the number of suspect faults.

calculatepyj = byjscj + (1 —byj)(1—s;) for 1 <k < |O|. Then, we
calculate the quantity; = M, (py;) in Step 6. We treag; as the
probability thatB;j is caused by fault. The meaning can better be
explained through an example.
Example E.1 Suppose O = {01,0p,03}, i.e., we have a 3-output cir-
cuit. By applying a test pattern vj, suppose we observe B]-T =10,1,1].
Also assume that the jth column in the signature probability matrix
Sjis S}' = [0.4,0.3,0.1]. Now we compute p; as the following.

p1j =0x0.4+4(1-0)x(1-0.4) =06

p2j = 1x 0.3+ (1— 1) X (1—0.3) =0.3

psj =1x0.1+(1-1)x (1-0.1) =01
As we can see, we basically " flip” the probability (meaning that
we get 1— p) if the corresponding entry in Bj is O (no error). Oth-

2. For each fault = 1... | S|, perform the steps 3-7 to calculate &"Wise, we keep the probability for that entry. Therefore, we obtain

the probability thap; = 1, i.e., the suspect fadulis the cause of
behavior described by matrB. Denote this probability ds;.

3. Assumep; =1 andpj =0 forall j #i.

4. With statistical dynamic timing simulation, calculate the matrix
Mcrt and the matrixEc. As a result, we can obtain the signa-

ture probability matrixSe.
Let St =[Sy, - - vSTPI]’ where eacl§; is a column vector, for
1<j<|TP.

5. Foreachj, 1< j <|TP|, calculateP; =

byjsij+ (1—byj)(1—s15) P1j
b2jszj + (1—b2j)(1—5)) P2j
bimjoyjSo}j + (1~ bjo}j) (1 —S0);) Plolj

Probabilitypij, i = 1... | O| represents the probability that the

behavior at the output under vectorj is consistent with the
observed behavior on the failing chip.

Pj = [0.6,0.3,0.1] as the probability vector such that given p = 1,

the circuit behavior on pattern v; would match that specified in B;. If

we need to convert thisinto a single probability number, then we have
¢; =0.6x0.3x0.1=0.018(all three match)

Therefore, with a probability 0.018, pj will lead to the outcome B;.

F. Defining An Explicit Diagnosis Error Function

The above algorithm is based upon the principle of selecting the

most probable cause. Therefore, for each candidate defeetlarger
the probabilityd; is, the most likely the defect is the cause. The

diagnosis error function in those methods is never explicitly defined.
In this section, we propose a diagnosis error function explicitly and

use the function to decide which fault is the most probable cause.

F-1. An Error Function Based Upon Euclidean "Distance”

Now, suppose our choice f@ris limited, i.e. we can only pick the
answer as one of the defect functions from the{§8t D2, ..., Dg/},
then how can we define which is the best choice?



Suppose we have an algorithm such that for each defect function (1—@j). Hence, eachljj is the probability thatt |east
Dj, our algorithm is able to compute, for a single output circuitnan one output has a mismatch (diagnosis error).
dimensionalifis the number of total pattern,P|) probability vector W [TP| 2

. . e then calculatél; = . _ ;' (j;
P = [pi1, Pi2,-- -, Pin]- Eachpij is the probability that outpyt= 1 for _ - =1 i) _ _
patternv; if D is actuallyD;. Suppose the observed behavior for this 8. (Revised) After we finish the calculation for all possible de-

outputy is indeed the vectoy = [y1,¥2,...,Y¥n]. Then, it seems that fect functions, we havél = [01,02,...,0g]. We rank
the Euclideardistance between the expected resuRsand the true them such thallj, <O, <--- <[;q and output the first
outputs can actually be measured by K defects{p]*,...,pj5} as the answer.

Erri =|| R =y [|?= 20, (pik— Yk)? (4)  End of Algorithm

Then, we computé&rr; for all Dj, 1 <i <| E |, and we can simply . . .
pick the minimum, i.e. pick the defect function that minimizes the G. Pattern Generation for Delay Fault Diagnosis
error function defined in equation ( 4). Our diagnosis algorithms still need "good” diagnostic patterns.

) . However, generating good patterns for delay faults with timing con-
F-2. Error Under An Equivalence Checking Model sideration is a complex task. This is because a given fault can be

For multiple-output circuits, Figure 3 demonstrates a simple viewensitized through short or long paths and also because the delay of
about the meaning of an error in the diagnosis. Under the equivalenggarticular path depends on the applied patterns. To ensure good
checking model, an error in the diagnosis for a given pattern, is dgiagnostic patterns for defects resulting from small-size delay faults
fined asat least one output produces a difference. In the figure, the(e.g., faults caused by crosstalk, bridging faults or by resistive opens
true defect functio is unknown. Moreover, the delay configurationor shorts) the first task is to select long paths to sensitize the faults.
of the failing chip instance is also unknown. What we know is onlyNext, a path delay fault test generator needs to produce a test such
the behavior matriB. that it actually results in a long path delay for the given fault.

Due to the complexity reasons, most conventional path delay fault
test generators do not take timing information into account and gen-

The fying chip instance
Observechbehavior B
Din

erate tests based purely on logic path sensitization conditions. Thus,
the tests might not always exercise the worst-case timing scenarios for
v, V2Vl : }) g"" en the given path. One possible solution for generating such tests could
L] be a timed ATPG technique in which the timing information is used
D to guide each step in the test generation process. One such technique
Simulate(D) has been proposed in [12] for generating tests for detecting crosstalk
The circuit model with in(_juced delay _faults. H_owever, due t(_) its complexity, timed ATPG
statistical timing information might not be widely applicable in practice.
Figure 3: Error Under An Equivalence Checking Model Another possibility could be to use Genetic Algorithm based ATPG

_ _ _ _ techniques that can generate tests resulting in longer path delays based
What is the ideal case? The ideal case, where no mismatch gy a fitness function [11]. After assigning the mandatory values to
curs, is thaey = e =--- = en = 0. However, this is impossible even sensitize a given path, usually there are still many unspecified val-

though we have correctly guessed the defect function in the diagnges at the primary inputs. Different assignments of these unspecified
sis process. The reason is that we still do not know the exact del@gyjues can result in different path delays.

configuration of the chip instance. Hence, we can only rely on the
statistical timing model in order to make the most probable guess. ~ H. Tools and Methodologies for Experiments

Now, suppose we have an algorithm to compute, for each potentialts key tools to realize the proposed diagnosis algorithms include
defect functiorD;, the probabilityp;; thate; is 1. In other words, the 5 geagistical timing analysis tool and a dynamic timing simulator.

algorithm outputs an answer f@% asR = [pi1, Piz,---, Pinl- TheN,  \oreqver, to measure the effectiveness of each diagnosis method, we

since the ideal outcome we want to sedis: [0,0,...,0], we can  naaq 1o perform statistical defect injection and fault simulation.
measure the Euclidean "distance” between the probability végtor

and the ideal solutiofl as simply H-1. Statistical Timing Analysis
Erri =30 __)2 ®) In _ statistical timing analysis framework, the delays _ of
i = 2j=1(Pij cellsfinterconnects are modeled as correlated random variables

Equation (5) follows the same spirit as equation (4), both of themith known probability density functions (pdf's). These pdf's
use the Euclidean distance to measure the error. Then, it is clear tbah be obtained using a Monte-Carlo-based SPICE simulator.
we can use equation (5) to pick a defect function whose error is ti@ven cell/interconnect delay functions and a cell-based netlist, the
minimum. statistical framework can derive the pdf’s of signal arrival times for

. . both internal signals and primary outputs using Monte-Carlo based
F-3. The_Rewseq Algorlthm o  simulation technique.

'We revise the simple algorithm presented earlier in order to mini- |, o, experiments, we use a cell-based statistical timing analysis
mize _the error func’Flon dgflned in equa_tlon (5). framework [5]. It requires pre-characterization of cells, i.e., building
Algorithm F.1 - (Revised Diagnosis Algorithm Al grev) libraries of pin-pin cell delays and output transition times (as random
Inputs and Outputs Same a#\ ggm. variables). We use a Monte-Carlo-based SPICE (ELDO) [18] to ex-
Steps Same a#\lgsm, except that we change step 7, and step 8 tract the gtatlstlcal d_e_lays_of cells for a OL@%, 2_.5V CMOS technol-

ogy. The input transition time and output loading of the cells are used
7. (Revised) For all j, 1 < j <| TP |, after calculating allp;, as indices for building/accessing these libraries. Each interconnect
we calculatély = [Dil,Diz,...,Di‘Tp” where eacliljj =  delay is also modeled as a random variable and is pre-characterized
once the RCs are extracted.



H-2. Dynamic Timing Simulation

The random variable corresponding to the injected defect size has a

With a given set of test patterns the statistical timing analysisiean that is in the range of 50% to 100% of a cell delay and we as-
framework can be used to perform statistical dynamic timing simwsume & is 50% of the mean.
lations to obtain the pdf’s of internal signals and primary outputs for As discussed earlier, the accuracy of diagnosis depends on the set
the given set of test patterns. These pdf’s are obtained by simulaf-test patterns and the quality of the test patterns applied in our ex-
ing a large number of circuit instances with different cell/interconneqieriments could probably be further increased by including timing

delay assignments.

H-3. Defect Injection and Simulation

information into the test generation process.

J. Conclusion

~ We experimented based upon the single defect model in defini- o g, seems to be the best so far. This demonstrates the effective-
tion D.10. This model can be used to represent small delay faulfgss of using an explicit error-function-driven approach. Therefore,
resulting from manufacturing defects, resistive opens and shortsyr conclusion is that to develop a good diagnosis algorithm in the

crosstalk or bridging faults.

H-4. Pattern Generation

future, we need to search for a good error function first.
Future research includes many possible directions: 1) enhance the

For the injected fault and circuit instance, we find a set of "longestiagnosis test pattern quality, 1) improve the dynamic statistical tim-
paths through the fault site and generate path delay tests for thdff Simulator for more accurate delay fault simulation, 2) develop
The longest paths are derived using false-path aware static statistle@yristics to seled€ automatically, 3) relax the restriction of the sin-
timing analysis [17]. Path are tested with robust or non-robust patterflle defect assumption and see how that impacts the performance of

derived without considering timing.

the diagnosis algorithms, 4) reduce the expense of computing and

storing the probabilistic fault dictionary, and 5) develop new error

I. Experimental Results

To measure the accuracy of a method, our approach is the follo
ing. For each circuit modeC and a defect moddDs, we produce
N circuit instances with different delay configurations. On each in- 1
stance, we inject a delay defect of which both location and size are
drawn randomly according to the modad. We then apply a diag-
nosis method to each instance. The accuracy of the diagnosis is me)
sured in two ways: 1) In the algorithm, if the user-defitedalue is
1 (refer to Algorithm E.1 above), then the accuracy is a binary valuel3]
success andfailure depending on if the answer matches the injected ]
defect or not. 2) If the user-definéd> 1, then if the injected defect is
contained in the potential defect set answered by the algorithm, then it[s]
is counted as auccess, otherwise, it fails. Then, we calculate the suc-

cess rate as the accuracy measurement by averaging over the results

from all N instances. Clearly, the larger tRevalue is, the higher the
success rate will be.

6l

K Al gsim(%) ‘ AlGrev H K Algsm (%) | Aldres 7
I Il (%) | I (%)
1 0 5 10 1 0 15 20

s1196 3 0 30 30 s1238 2 5 25 25 [8]
7 5 35 60 7 25 65 65

1 10 15 10 1 5 5 5

s1423 2 30 35 35 51488 3 35 30 30 [9]
50 60 65 5 55 60 65

I 15 25| 25 2 25 30| 30 [10]
s5378 2 30 40 45 $9234 5 40 50 50
7 80 85 90 11 60 75 70

1 10 20 20 1 10 10 10 [11]
s13207 5 30 50 60 $15850 2 30 30 30
13 70 70 80 9 40 35 45

TABLE |: DIAGNOSISACCURACY ONBENCHMARK EXAMPLES [12]

Table | shows results on the accuracy of diagnosis for different
methods and different values f&rfor several benchmark examples. [13]
As expected, the rates of success increase for latgeFrom our 14]
experiments, Method Il of Algorithm D.1 seems to be too restric-
tive since it requires that none of the primary outputs for none of the
vectors and none of the circuit delay configurations shows a behavids]
different than the observed behavior. Otherwise= O for faulti.

In these experimentd = 20. The number of applied test patterns [16]
used for diagnosis is usually smaller than 20. This is because in step
(1), we have applied theause-effect approach to prune down the fault [17]
candidate set. Then, the average number of suspect faults (faults log-
ically sensitized by the paths ending at primary outputs that are ob-
served as failing) varies per circuit and is in the range of 100 to 60018

functions that are more consistent with the error definition in problem
R{t_afinition D.8, and develop new diagnosis algorithms accordingly.
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