A New Simulation Technique for Periodic Small-Signal Analysis
M M. Gourary, S. G Rusakov, S. L. Ulyanov, M.M. Zharov
IPPM, Russian Academy of Sciences, Moscow, Russia

B. J. Mulvaney
MotorolaInc., Austin, Texas, USA

Abstract

A new numerical technique for periodic small signal
analysis based on harmonic balance method is proposed.
Soecial-purpose numerical procedures based on Krylov
subspace methods are developed that reduce the
computational efforts of solving linear problems under
frequency sweeping. Examples are given to show the
efficiency of the new algorithm for computing small signal
characteristics for typical RF circuits.

1. Introduction

Periodic small-signal analysis has proven to be a useful
technique in the design and verification of analog and RF
circuits[1-3]. Thistype of analysisis used for calculation of
transfer functions, noise, and distortion in periodically
driven circuits.

Periodic small-signal anaysis [1-6] is a two-step
process:

- computation of the periodic operating point by
performing a periodic steady state (PSS) analysis with the
large signal stimulus. This stimulus could be, for example,
alocal oscillator signal or aclock signa driving the circuit.

- computation of the linear response of the periodically
varying circuit to a small sinusoid of arbitrary frequency.
This frequency is usually swept over the range of interest.

Thisisanalogousto traditional ac analysisin a Spice-like
simulator, where the DC operating point is computed, the
circuit equations are linearized about this operating point,
and the linear frequency response to small sinusoid is
computed. With periodic small-signal analysis, the
equations are linearized about the large signal time-varying
steady state of the circuit, and as a result the response
exhibits frequency conversion effects [3-5].

Note that versions of periodic small signal analysis exist
for both harmonic balance (HB) and shooting methods[15].
For many classes of circuits HB is preferred over time-
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domain simulation for the computation of the periodic large
and small signal steady state; for instance, multitone circuits
with more than one large signal, high-Q circuits, and
circuits with distributed models.

To provide frequency sweeping in periodic small signal
anaysisitisnecessary to solve anumber of linear problems
where the matrix is a function of frequency:

Alw)x(w) = b(w) @

Okumura et a. [5-6] solved the periodic small-signal
problem using direct methods with Gaussian elimination
for solving (1).

In recent years, Krylov subspace based iterative methods
have been successfully applied to accelerate solving of
large dimension problems in various RF applications. Two
alternative numerical algorithms based on Krylov subspace
techniques have been successfully exploited in practice:
QMR [7,8] and GMRES[9,10] algorithms. In particular the
special-purpose  GMRES based agorithm has been
developed for steady-state simulation in time domain [10].
New numerical schemes were suggested [11,12] to extend
this technique for some applications.

However, the application of original GMRES algorithm
for solving the set of linear problems with matrix function
of frequency is typically inefficient due to linear growth of
computational  efforts and the special purpose
computational procedures are required.

The origind GMRES algorithm is not suitable for
constructing the specia purpose procedures for
multifrequency problems. This technique includes a
process of constructing an Arnoldi basis [13] that is stiffly
connected with starting residual vector and matrix A with
fixed entries. Thus, the obtained Arnoldi basis can not be
exploited for matrices A(w) with varying value w.

Telichevesky et al. [3-4] applied Krylov subspace
techniques to greatly improve the efficiency of the periodic
small-signal analysis. To avoid the linear growth of
computational complexity under frequency sweeping, they
used an efficient time-domain based recycled Krylov
subspace method [3-4]. However, it exploits the special
form of matrix and can not be directly applied to arbitrary
form of matrix A(w) and in particular to the matrix of



harmonic balance method.

In this paper weintroduce anew fast frequency sweeping
algorithm for periodic small signa analysis based on HB
method. The new agorithm extends Krylov subspace
techniques to solving of linear problems with matrix
function of frequency.

This paper is organized asfollows. Section 2 presents the
mathematical formulation of the periodic small signa
problem, and the basic numerical proceduresfor solving the
systems (1) are presented in Section 3. Results of numerical
experiments using new agorithms are given in Section 4.

2. Periodic Small Signal Har monic Balance

Let the circuit model be represented in time domain by
the standard form [14]:

o) +iv) +um +oum =0 @

Here v(t), i, q are vectors of nodal voltages, currents and
charges respectively, u(t) is the large periodic input and
Au(t) isasmall signa sinusoidal input.

Let v(t) = v (t) be the steady-state solution of
equation (2) for Au(t) = 0, satisfying to the periodic
condition:

vi(0) = v (T) ()

where T isthe period of large signal tone.

Then the small signal steady-state response can be
obtained from periodicaly timevarying linear system
[4,5]:

%(c(t)Av) +g(H)Av+Au(t) = 0 (4)

Here the matrices of time domain capecitances and
conductances c(t) and g(t) are T-periodic:

c(t+T) = c(t) (5)

g(t+T) = g(t) (6)

For small signal sinusoidal input Au(t) = AUE®" the
steady-state solution of (4) hasthe following form:

AV(t) = 3 AV(K)CT )

k = —o0

with boundary condition

AV(t+T) = Av(t)e®” ®)

Here Q, w are fundamental frequencies of large and
small signal tone respectively.
Using Fourier transform of T-periodic matrices c(t) and

g(t)

at) = 3 Gk ©)

k = —0

c(t) = ¥ C(ke“" (10)
K= —oo

and inserting (7) into (4) we can obtain the frequency-
domain form of small signal equations (4):

3 [Z éAV(|)]é‘kQ*°’)‘+AUé°":o (11)

k=—0 |=—-00

where

G = G(k=1)+ (kQ + w)C(k—1) (12)

Here G(.), C(.) are harmonics of entries of nodal
conductances and capacitances matrices respectively that
are calculated in large signal steady-state analysis.

Taking into account that exponent functions are linearly
independent over aperiod T and considering afinite number
of harmonics Ky, (11) yields:

av(Ky|  To
J A\./.(.O) = AU (13)
vy | Lo

where J is the block Jacobi matrix with blocks

Jy = G(k=1) +j(kQ + w)C(k—1) =
14
B+ wjC(k-1) 14

k,| = —Kh,...,O,...,Kh

The linear system (13) provides the frequency domain
solution of equation (4) for a certain frequency of small
signal sinusoidal input. Note that order of system (13) is
(2Kp+ )N, where N is the dimension of vector v.

If the frequency of small signal input w isswept we need
to solve a set of linear systems (13).



Thusthe small signal HB analysis includes two stages:

- large signal steady-state analysis using standard HB
method (solving the problem (2,3)),

- forming and solving the set of parameterized linear
problems (13) if frequency sweeping is desired for
computation of small signal characteristics.

The application of iterative algorithmsto solve the set of
problems (13) requires efforts that are proportiona to the
number of frequency points. Therefore our purpose is to
find such approach that allows us to exploit the solutions at
previous small-signa frequencies in solving the linear
problem (13) with the next small-signal frequency.

3. Computational Method for Parameterized
Linear Systems

In this section we consider the problem of parameterized
linear systems, i.e. linear systemswith amatrix that linearly
depends on scalar parameter s

A(s)x™ = p™ m=1 ..M (15)

A(S) = A +sA" (16)

In application to periodic small-signal analysis the
parameter s is the frequency w and M is the number of
frequency points.

Paper [4] presents the Krylov subspace based recycling
GCR agorithm for solving (15) that essentially exploits the
special form of matrix A(s) , namely A' = |.

Here we start by introducing more general approach that
can be applied to the arbitrary matrix of form (16). Then we
present some improvements which reduce computational
efforts and increase reliability of the algorithm.

Our purpose is to use the data accumulated in solving
previous linear systems for solving new system. To do this
wetakeinto account that the principal operation required in
Krylov subspace methods is matrix-vector multiplication
and the number of multiplications determines the
complexity of the algorithm [13]. For matrix of type (16)
the matrix-vector product A(s)y can be presented in the
following form:

z(s) = A(S)y = Z +sZ' an

whereZ = Ay zZ'= Ay (18)

Therefore if we apply Krylov subspace method to solve
(15) for some vaue of s and compute matrix-vector
products z(s) by calculating vectors Z,Z' then we can
obtain matrix-vector product A(s)y for any other s by the
expression (17). In comparison with explicit matrix-vector
multiplication for each s this requires less computational

efforts.

Now consider how to exploit previously obtained vectors
for solving new system. For simplicity consider the solving
of linear system

Ax = b (19)

in assumption that we have obtained K matrix-vector
products, i.e. such vectors y,, z, that

z, = Ay, k=1.,K (20)

We can find an approximate solution in the form

K

X =% CYk (21)
k=1

where coefficients ¢, are determined by minimization of
the residual norm:

- min (22)

K K

A[ Z ckyk} -b Z cz.—b

k=1 k=1

If vectors z, are orthonormalized then minimization
problem (22) can be solved by projecting rhs vector b onto
the basis vectors z.. For nonorthogonal vectors z, one can
apply Gram-Schmidt orthogonalization process to vectors
z:

k-1

Z = 20— (% z,)z,

n=1

z. = z/||z (23)

Simultaneously the same linear transform is applied to
VECtors y, :

k-1
Yo = Y— Z (Zkv En)gln

n=1

Y = W/ ”Zk” (24

It can be easily seen that
7, = Ay, k=1 ..K. (25)

and the approximate solution of (19) is:

X =% Gk (26)

where ¢, = (z, b) for orthonormalized z,.
The residua vector of the linear system (19) for the



approximate solution (26) can be presented as

K
e = b—Ax = b- 3" §Z (27)
n=1

If the norm of this vector exceeds the given error
tolerance we can continue the process by explicit
computing new matrix-vector products (20) with

v = Py k>K (28)

where P is a preconditioning matrix.

The generation of hew vectors continues until the desired
accuracy is achieved.

The described method to solve system (19) with known
matrix-vector products (20) can be applied to the solving of
systems (15). Matrix-vector products for new parameter s
are computed using (17). The efficiency of the method in
this case is achieved due to reducing of the total number of
matrix-vector multiplications.

If there are no accumulated vectors (K = 0) this approach
coincides with the origind GCR method. Therefore the
algorithm based on the described approach is referred
further as Multifrequency GCR agorithm.

In comparison with origina GMRES method the origina
GCR method has the following shortcomings[13]:

1) in addition to orthogonalization (23) it requires extra
operations to compute vectors y, (24);

2) the breakdown can occur during orthogonalization
when current vector z, is linearly dependent on previous
basis vectors.

To reduce computationa efforts we propose to save in
memory scalar products used in (23), (24) as entries of
upper triangular matrix H

hij = (2, 2) i<j (29)
This matrix defines linear transform of orthonormalized
basis vectors z, to initial vectors z, and similar relation
between vectors y, and Y, :
z=2zH' Y= VYH' (30)
So we can exclude computations (24) and obtain
coefficients ¢, for expression (21) by the solving of linear
system

Hc = ¢ (31)

where c=[cy, ....,c], 6= [E ... 8] .
To overcome the breakdown problem the following
operations are implemented:

- if linear dependence in orthogonalization occurs for
vector z, saved in memory then this vector must be
skipped;

- if it occursfor vector obtained by explicit matrix-vector
multiplication then orthogonalization step must be repeated
(if needed more than once) by computing next Krylov
subspace vector

z. = (APY) 'z (32)

where n isthe first integer number for which breakdown
does not occur.
Iterations (32) can be performed by replacing (28) with

Y = P_lAYk = P_lzk (33)

It can be shown that this modification avoids breakdown
in the case of exact arithmetic.

Taking into account these proposed modifications the
resulting Multifrequency Minimal Residual (MMR)
algorithm for solving (15) can be presented in the following
pseudocode form.

Multifrequency Minimal Residual (MM R) Algorithm

n = 0// Number of saved matrix-vector products

For m=1,...,M // Repeat for frequency index

k = 1// Index of basis vector
iy, = 1 // Memory index of current basis vector
breakdown = NO // breakdown flag
r = by, // Residua vector
Do
If i, >n // Perform and save matrix-vector product
If breakdown =NO y, = P_lrk_l
elsey, = P'w
n=n+1
Zy =AY, 2y =AY,
z, = Z; +s,Z'; [l Matrix-vector product
w = z // Save vector to use in breakdown case
Forj = 1,...k-1// Orthogonalize basis vector
hy = (7, )
z, = z,—h,z
If |z <€ /I breakdown
breakdown = YES
iy, = i+ 1 // Increase current memory index
else
breakdown = NO
7z, = z,/||z //Normalize basis vector
Cy = zr /! Project residua on basis vector
r = r—cgz // Updater
k = k+ 1 // Increase basis vector index
iy = i_q+ 1 //Setcurrent memory index
While |r,| >tolerance

d=H7%/ Solve upper triangle system



k-1

XM = 3" dyy; // Compute solution

end =1 J

In comparison with Recycling GCR agorithm [4]
presented MMR algorithm has the following advantages:

1) MMR algorithm does not impose any restrictions on
matrices A', A" and allows to exploit arbitrary frequency-
dependent preconditioner,

2) MMR algorithm requires less number of operations
due to elimination of additional linear transforms (24),

3) MMR agorithm avoids breakdowns.

Due to using the efficient algorithm of matrix-vector
multiplication in time domain [7] the computational efforts
for obtaining two vectors needed in the MMR algorithm are
practicaly equal to the cost of one matrix-vector
multiplication.

Note that proposed approach can be easily extended to
circuits with distributed models. For such circuits the form
of HB matrix is

A(s) = A +sA"+Y(s) (34

where Y(s) is a harmonic admittance matrix of
distributed models. In this case to apply MMR agorithm
the computations by (17) are replaced by

z(s) = A(S)y = Z+sZ'+Y(s)y (35)

The matrix Y contributes to diagonal blocks of matrix A
only and as aruleis very sparse. Due to sparseness of this
matrix the additional computational efforts are sufficiently
small

4. Experimental Results

To estimate the numerical efficiency of the proposed
Multifrequency Minimal Residua (MMR) agorithm in
comparison with the origindl GMRES algorithm the
periodic small signal analysis has been performed for three
circuit examples (Table 1).

The frequency responses are presented in figures 1,2 for
two first circuit examples. The obtained output frequency
components of |w+ kQ| (k=-4,-3,-2,-1,0) versus input
small signal frequency w are given in fig.1 for one
transistor bjt mixer. Here Q = 1MHz. The similar
frequency characteristics for frequency converter with
Q = 140MHz are shown in fig. 2.

Table 1 contains time spents for calculation of
characteristics using GMRES and MMR algorithms. The
column 2 contains the number of harmonics, column 3
shows corresponding system orders. The column 4 contains
CPU time for standard GM RES technique, column 5 shows
speedup factors of MMR algorithm with respect to the
standard GMRES technique. Column 6 gives the ratio of

number of matrix-vector multiplication of GMRES and
MMR agorithms. As we can see the reduction factor of
number of matrix-vector operations (column 6) grows with
increasing of size of the circuit. This provides more speedup
for larger circuits (column 5).

The fourth example is the circuit consisting of Gilbert
mixer, followed by filter and amplifier. Thiscircuit contains
17 transistors, 47 resistors, 30 capacitors and 5 inductors.
Here Q = 1GHz. Table 2 showsthe computational efforts
for various number of frequency points. The dependenceis
graphically presented in the Fig. 3. Note that the efficiency
of MMR algorithm grows with increasing of number of
frequency points.

These results confirm the computational efficiency of the
proposed approach to frequency sweeping anaysis.

Table 1 Computational efforts

Vio Kh | sys tgmres | tgmres | NMVgmred
V) tem (sec) |/ NMVymy
order t
mmr

Simple one transistor bjt mixer [16] (11 circuit varia-
bles)

0.03 20 | 451 21 25 10

Frequency converter [5] (16 circuit variables)

0.5 40 | 1296 64 3.0 27

Gilbert mixer (59 circuit variables, 6 transistors, 29
resistors, 28 capacitors, 3 inductors)

20 | 2419 120 41 25

04
40 | 4779 220 3.7 25

60 | 7139 340 355 | 25

Table 2 Computational effortsfor circuit 4 (121 vari-

ables, K;=20)
number of | NMVgnred | tgmres togmres/
frequency NMV (sec) trmr
points
10 10 110 31
30 25 280 3.8
50 40 460 4.2




5. Conclusion

This paper presents a new efficient numerical Krylov
subspace technique to support frequency sweeping for
small signal periodic analysis based on harmonic balance. It
was shown that this technique is suitable to sequential
solving of linear problems where the matrix is afunction of
frequency. The simulation of typical RF circuits show that
the new algorithm significantly increases the efficiency of
periodic small-signal HB analysis.
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Figure 1. Output frequency components of |w + kQ| versus
input frequency w for one transistor mixer circuit
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Figure 2. Output frequency componentsof |w + kQ| versus
input frequency w for frequency converter
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Figure 3. Computational efforts versus number of
frequency points
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