
Extending JTAG for Testing Signal Integrity in SoCs
N. Ahmed, M. Tehranipour, M. Nourani
Center for Integrated Circuits & Systems

The University of Texas at Dallas
Richardson, TX 75083-0688�

nxa018600,mht021000,nourani � @utdallas.edu

Abstract
As the technology is shrinking and the working frequency is going into
multi gigahertz range, the issues related to interconnect testing are
becoming more dominant. Specifically, signal integrity loss issues are
becoming more important and detection and diagnosis of these losses
are becoming a great challenge. In this paper, an enhanced boundary
scan architecture with slight modification in the boundary scan cells
is proposed to test signal integrity in SoC interconnects. Our extended
JTAG architecture: 1) minimizes scan-in operation by using modified
boundary scan cells in pattern generation; and 2) incorporates the
integrity loss information within the modified observation cells. To
fully comply with JTAG standard, we propose two new instructions,
one for pattern generation and the other for scanning out the captured
signal integrity information.

1. INTRODUCTION
Signal integrity is the ability of a signal to generate correct responses
in a circuit. It generally includes all effects that cause design to mal-
function due to distortion of the signal waveform. According to this
informal definition, a signal with good integrity has: (i) voltage values
at required levels and (ii) level transitions at required times. For ex-
ample, an input signal to a flip-flop with good signal integrity arrives
early enough to guarantee the setup and hold time requirements and it
does not have spikes causing undesired logic transition.

With fine miniaturization of the VLSI circuits and rapid increase in the
working frequency (gigahertz range) of digital system-on-chips (SoC),
the signal integrity becomes a major concern for design and test engi-
neers. Although various parasitic factors for transistors can be well
controlled during fabrication, the parasitic capacitances, inductances
and their cross coupling effects on the interconnects play a significant
role in the proper functionality and performance of high-speed SoCs.

The impact of process variations and the way they effect the circuit
operation [1] is an important issue. The process variations and manu-
facturing defects lead to noise and delay effects. The goal of design for
deep submicron (DSM) phase is to minimize noise and delay. How-
ever, it is impossible to check and fix all possible signal integrity prob-
lems during the DSM design validation/analysis phase. Process varia-
tions and manufacturing defects may lead to an unexpected increase in
coupling capacitances and mutual inductances between interconnects.
It results in loss of signal integrity as glitches and delay effects, which
may cause logic error and failure of the chip. Since it is impossible
to predict the occurrence of defects causing noise and delay, signal in-
tegrity loss testing is essential to ensure error free operation of the chip
and must be addressed in manufacturing testing.

Regardless of the methods to detect integrity loss, we need a mecha-
nism to manage the test session. One of the best choices is boundary
scan test methodology that helps test designer to use the capability of
accessing interconnects. Boundary scan test methodology was initially
introduced to facilitate the testing of complex PC boards. The IEEE

1149.1 Boundary Scan Test Standard [2] known as JTAG has been
widely accepted in the test community. The standard, nevertheless,
provides excellent testing features with less complexity but was not
intended to address high-speed testing and signal integrity loss. The
standard provides testing of core logic and the interconnects between
them. Interconnects can be tested for stuck-at, open and short faults.
Unfortunately, the standard boundary-scan architecture exposed short-
comings for timing related tests. This drawback is due to the time
interval between the update of test stimulus and the response capture,
an interval which spans at least 2.5 test clock cycles (2.5TCKs). In
this paper, the standard boundary-scan architecture is extended to test
interconnects for noise and skew violations.

1.1 Prior Work
Various signal integrity problems have been studied previously for ra-
dio frequency (RF) circuits and recently for high-speed deep-submicron
VLSI chips. The most important ones are: crosstalk (signal distortion
due to cross coupling effects between signals) [3] [4], overshoot (sig-
nal rising momentarily above the power supply voltage) [5], reflection
(echoing back a portion of a signal), electro-magnetic interference (re-
sulting from the antenna properties) [7] and signal skew (delay in ar-
rival time to different receivers) [8]. There is a long list of possible
design and fabrication solutions to reduce signal integrity problems on
the interconnect. None guarantees to resolve the issue perfectly. These
solutions include: 3-D layout modeling and parasitic extraction, ac-
curate RLC simulation of on-chip power grid [8], using decoupling
capacitors to limit the maximum dV � dt [9] and to improve IR-drop
[8][10], inserting repeaters/buffers on the interconnects and shielding
wires (e.g. grounding every other line) [11].

Noise and skew imposed by interconnects have emerged as main con-
cerns in interconnect design of gigahertz SoCs. Buffer insertion and
transistor resizing methods [12] are used as two design techniques to
achieve better power-delay and area-delay tradeoffs. Self-test method-
ologies have been developed to test signal integrity in high-speed SoCs.
Testing crosstalk in chip interconnects [3][13] and a BIST (built-in
self-test) structure using D flip-flops that detects the propagation delay
deviation of operational amplifiers [14] are among such methods.

Most of the early work in testing interconnects focused on the develop-
ment of deterministic test for interconnect faults [15]. Later researches
have focused on delay testing [16], at-speed testing [17] and BIST ar-
chitecture extension [18] in the context of boundary-scan architecture.
A modified boundary-scan cell using an additional level sensitive latch
(Early Capture Latch) was proposed in [16] for delay fault testing. The
motive was to latch the data at the core input pins as soon as the out-
put cells are updated for delay analysis and to capture the input pin
data in the capture state. An additional control circuitry is designed in
[17], Early Capture Control Register, to control the relative timing be-
tween the update in output cells and the falling edge of Early Capture.
The area overhead of the special control circuitry is a drawback of this
method. A built-in current sensor presented in [19] is used for testing
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Figure 1: The ND cell using cross-coupled PMOS amplifier.

timing-related faults in boundary scan architecture for testing buses.

The IEEE P1149.6 working group are studying a solution for testing
AC-coupled interconnects between integrated circuits on printed cir-
cuit boards and in systems [21]. Our approach is similar to this stan-
dard draft in enhancing the JTAG standard and its instructions for test-
ing high-frequency behaviors. However, there are fundamental differ-
ences. In contrary to our approach the draft is not intended to consider
coupling effects among the interconnect lines. Also, 1149.6 adds a
DC blocking capacitor to each interconnect under test to disallow the
DC signals. Thus, 1149.6 can not test noise due to low-speed but very
sharp-edge signals that are known to cause overshoots and noise. Our
sensors can detect such scenarios. Finally, using differential drivers in
the modified cells in 1149.6 makes the cells more expensive and less
flexible in adopting other type of noise detector/sensors.

1.2 Contribution and Paper Organization
Our main contribution is an on-chip mechanism to extend JTAG stan-
dard to include testing interconnects for signal integrity. Upon this
extension noise and skew violations occurring on the interconnects of
high-speed SoCs can be tested using JTAG boundary scan architec-
ture. The modified sending end boundary scan cells (PGBSC) used
for test pattern generation for cross-talk noise violations is proposed.
Special cells (OBSC) to monitor signals received from the system in-
terconnect are incorporated in the boundary scan cell which record the
occurrence of signal entering the vulnerable region over a period of op-
eration. Using two new instructions in JTAG architecture the integrity
test information is sent out for final test analysis, reliability judgment
and diagnosis.

The rest of the paper is organized as follows. Section 2 reviews the
ND, SD cells and the multiple aggressor fault model. The enhanced
boundary scan cells are proposed in Section 3. Section 4 explains the
test architecture to send test patterns and capture and read out the sig-
nal integrity information. The experimental results are discussed in
Section 5. Finally, the concluding remarks are in Section 6.

2. BACKGROUND
2.1 Noise Detector (ND) cell
The noise detector (ND) cell proposed in [18] is a modified cross-
coupled PMOS differential sense amplifier designed to detect integrity
loss (noise) relative to voltage violations. Figure 1 shows the noise
detector (ND) cell, which sits physically near the receiving core and
samples the actual signal plus noise received by Core j. Each time
that noise occurs (i.e. Vb

�
V��� VHthr), the ND cell generates a “0”

signal that remains unchanged until Vb drops below V��� VHmin. VHthr
and VHmin are the voltage limits that represent logic ’1’. The output of
the cell is determined by the cell enable (CE) signal. Briefly the cell
is active when CE=’1’ and the output Vc generates a 1 � 0 transition
when Vb crosses VHthr .
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2.2 Skew Detector (SD) cell
The skew detector (SD) cell proposed in [18] facilitates effective skew
violation detection. The skew immune region depends on the maxi-
mum storage-to-storage (s-to-s) path delay [20]. Figure 2 depicts the
skew detector (SD) cell.A delay generator cell is used to create the de-
sired delay value (i.e. acceptable skew-immune range) as it is defined
by designer based on the delay budget of the interconnect. The de-
layed clock is compared with the interconnect output. If the skew of
the signal on the interconnect output is not within the acceptable range,
the SD cell issues a pulse. The duration of this pulse depends on the
interconnect delay. This pulse is used to trigger to a D flip-flop to store
a “1” as indication of a skew violation. Briefly, the cell is active when
CE=’1’ and the output Vc generates a 0 � 1 � 0 pulse when skew
violation occurs.

2.3 Integrity Fault Model
In our test methodology, we use the maximum aggressor (MA) fault
model [13]. This is a simplified model used by many researchers for
noise and delay analysis on long interconnects. The interconnect on
which the integrity loss takes place is defined as the victim intercon-
nect (VI). The other wires that act collectively to cause violation on
the VI are considered aggressor interconnects (AI). Figure 3 shows
the general signal transitions needed on the VI and AIs to produce the
strongest error effects on a VI in a five-wire interconnect system. The
MA defines six faults based on the resulting noise and skew error ef-
fects, i.e., positive glitches Pg0 , Pg1 , negative glitches Ng0 , Ng1 , and
rising/falling skew Rs , and Fs .

Each of the mentioned signal transitions contains two consecutive test
vectors. For example, to generate a positive glitch Pg0 in Figure 3, two
test vectors ’00000’ and ’11011’ are required. For a set of n intercon-
nects, a total of 6/12 faults/patterns for each victim interconnect need
to be tested/applied. Therefore, based on MA model total number of
required test vectors for a set of n interconnects system is 12n.

3. ENHANCED BOUNDARY SCAN CELLS
Boundary scan is a widely used test technique that requires boundary
scan cells to be placed between each input or output pin and the in-
ternal core logic. The standard provides an efficient test methodology
to test the core logic and the interconnects. Figure 4 shows a conven-
tional standard boundary scan cell with shift and update stages. The
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Figure 4: A Standard Boundary Scan Cell.

data is shifted through the shift register (Shift-DR state) during scan
operation. Test patterns scanned into the boundary scan cells through
the scan in port (TDI) are applied in parallel during the Update-DR
state (UpdateDR signal). Circuit response is captured in parallel by
the boundary scan cells connected between internal logic and output
pins and is scanned out through the scan out port (TDO).

Using the JTAG standard (IEEE 1149.1), the interconnects can be
tested for stuck-at, open and short faults. This is possible by “EX-
TEST” instruction by which the TAP controller isolates the core logic
from the interconnects using the BSCs. But it was not intended for
signal integrity testing of interconnects. We propose new cells and
instructions for signal integrity test. For this purpose, some minor
modifications are applied to the standard architecture to target the in-
terconnects for signal integrity. Although our approach imposes some
area increase, the additional logic inserted inside boundary scan cells
is solely on the test path, hence keeping the normal operation intact
timing-wise.

3.1 Pattern Generation BSC (PGBSC)
As mentioned before, two test vectors are needed for each of the six
integrity faults. Therefore, 12 test patterns should be generated for
one victim line. These patterns can be applied to the interconnects in
a boundary scan architecture (BSA). For applying each pair, the first
pattern is scanned into the conventional BSCs and then the second pat-
tern is scanned into the BSCs. Using UpdateDR, they are applied onto
the interconnects. Scanning and applying patterns in this way is very
straightforward but needs a large number of clocks which increases the
overall test time. We propose a hardware-based method for test pattern
generation based on MA fault model. Test pattern generation is per-
formed at the input side of the interconnects, that is the output side of
a core which drives the interconnects. The new BSC that generate test
patterns is called pattern generation BSC (PGBSC).

Analysis of the MA fault model shows that in some transitions the
value of the victim line should be fixed, while aggressor lines change.
In some other transitions, both victim and aggressors lines change.
It shows that in all cases the aggressor lines change from one value
to another (’0’ to ’1’ or ’1’ to ’0’) with every clock, while in some
cases, victim line value changes with every two clock. This important
observation helps in reordering patterns such that the amount of data to
be scanned in is minimized. The order of the test vectors, applying to
the interconnects for only one victim line in a five interconnect system
is shown in Figure 5. We consider two initial values for generating the
test vectors, i.e, “00000” and “11111”. It shows that after applying
the first initial value, “00000”, the generated test patterns cover the
Pg0 , Fs , and Pg1 faults. The generated test patterns after applying the
second initial value, “11111”, cover Ng1 , Rs, and Ng0 . Therefore, by
such reordering only 8 test patterns are sufficient for covering all faults
in the MA fault model. More importantly, only initial values need to
be scanned in. This significantly reduces the number of required clock
cycle for applying test patterns to the interconnects in a system-chip.
One may think that one initial value (e.g. “00000”) is sufficient and
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Figure 5: Test vectors generated by a PGBSC.
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Ng1 can follow Pg1 . However, a careful examination of that scenario
reveals that the victim line goes through 0 � 1 � 1 � 1 � 0 � 0.
In such case, the transition frequency of victim line is not half of the
aggressor line and hence cannot be used. Having two initial values, as
shown in Figure 5, makes the transition frequency of aggressor lines to
be always twice as victim line. This significantly simplifies the design
of PGBSC cell.

In addition to its normal mode, PGBSC should work in two new oper-
ational modes, victim and aggressor in signal integrity test mode. The
PGBSC architecture is shown in Figure 6. Only one extra control sig-
nal (SI) is needed for this architecture. This signal is generated by a
new instruction, to be explained in Section 4. The PGBSC generates
the required test patterns for covering the MA fault model. Table 1
shows the operation modes of the PGBSC. Depending on the select
line of the mux attached to FF3, this architecture has three modes:

1. Victim mode: Q3 is selected. UpdateDR is divided by two
and applied to the FF2. By every two UpdateDRs, the comple-
mented data is generated in Q2 and it is transferred to the output
pin.

2. Aggressor mode: UpdateDR is selected, but PGBSC is in sig-
nal integrity mode. UpdateDR is applied to the FF2. By each
UpdateDR, the complemented data is generated in Q2 and it is
transferred to the output pin.

3. Normal mode: UpdateDR is selected. It is the normal mode of
the PGBSC and UpdateDR is applied to the FF2.

Figure 7 shows the operation of a PGBSC. If PGBSC is in victim
mode, UpdateDR is divided by two and generates CLK-FF2. If the

Table 1: Operational modes of the PGBSC.
PGBSC Mode Q1 SI

Victim 1 1
Aggressor 0 1

Normal x 0
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Figure 7: The operation of the PGBSC.

Table 2: One-hot encoded data for victim line.
Victim-select data Victim line

10000 1
01000 2
00100 3
00010 4
00001 5

initial value in Q2 be ’0’, then Q2 is ’1’ and is applied to D2 through
the feedback. By every two UpdateDR, the content of the FF2 is com-
plemented. On the other hand, if PGBSC is in aggressor mode, CLK-
FF2 has the same frequency of UpdateDR and by each UpdateDR the
content of FF2 is complemented. As shown in Figure 6, Q2 is com-
plemented by each CLK-FF2 while Q2 is applied to the output (to the
interconnect).

Each interconnect acts as victim and aggressor. Therefore, in the test
session each time the victim interconnect should be specified. For ex-
ample, in Figure 3, interconnect 3 is victim. After performing the test
process on interconnect 3, it will be an aggressor for other new vic-
tims. Briefly, for complete interconnect testing, the victim line rotates.
We use one-hot encoded data to specify the victim which is called
victim-select data. Table 2 shows the scanned in victim-select data, to
be stored in FF1, for a five interconnects system. After specifying the
victim, the test vectors are generated by the PGBSC and applied to the
interconnects. Then, the new victim line is specified and the process
will be repeated for the new victim. As shown in Table 2, when we
scan in the ’10000’ to five PGBSCs, the first line is victim and others
are aggressors. For changing the second line to the victim, only one
’0’ is scanned in FF1 to change victim-select data to ’01000’.

The generic behavior of test pattern generation and applying procedure
is shown in Figure 8. This behavior will be executed by a combination
of automatic test equipment (ATE) and TAP controller. First, “00000”
is applied to the BSCs as an initial value and then the cells are set in SI
mode. After generating test vectors and applying them to the intercon-
nects, a new victim is selected and the process will be repeated. The
same process will be repeated with the second initial value, ’11111’.

3.2 Observation BSC (OBSC)
We also propose a new BSC at the receiving side of the interconnects
which utilizes the noise and skew detector (ND/SD) cells described
in Section 2. Figure 9 shows the new BSC named observation BSC
(OBSC). As shown, ND and SD cells are added to the receiving side
cells. The ND/SD cells capture signals with noise and delay at the

01: for (k= 1 to 2)
02:

�
03: Scan initial value k into FF2
04: Activate signal integrity test mode (SI=1)
05: Scan the first victim-select data
06: For (wire i=1 to n)
07:

�
08: Apply 3 UpdateDRs. // Pattern generation
09: Shift one ’0’ into FF1 // Selecting new victim
10: �
11: �

Figure 8: Test pattern generation procedure using PGBSC.
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end of an interconnect. If they receive a signal with integrity problem
(noise or skew violation) they show a pulse at their output and the FFs
are set to ’1’. The cells are activated by the signal cell enable (CE =
’1’). If CE = ’0’, the cells are disabled but the captured data in their
flip-flops remain unchanged. The OBSC operates in three modes as
summarized in Table 3.

1. NDFF mode: ND cell flip-flops are selected. In this case, the
captured ND cells data are scanned out every Shift-DR state
through the scan chain for final evaluation.

2. SDFF mode: SD cell flip-flops are selected. Every Shift-DR
state, the data stored in SD cell FFs are scanned out.

3. Normal mode: In this mode, the ND/SD cells are isolated and
each OBSC acts as a standard BSC.

In the SI test mode, as Figure 9 shows only one of ND or SD cell FFs
can be read and scanned out for final evaluation. For reading both ND
and SD cells, the scan out process should be repeated twice (once for
ND cell FFs and once for SD cell FFs). Before starting the scan out
process, we need to send the content of one of the ND/SD FFs to FF1.
In this case, sel should be zero. Therefore SI and ShiftDR should be
one and zero respectively. When the scanning out process is started,
D1 is transferred to Q1 to be used as a TDI for the next cell. After
sending the vlaue of ND or SD FF of each cell to the Q1, the scan
chain must be formed. In this case, during the Shift-DR state the TDI
input must be connected to the FF1. Therefore, the ND/SD cells path
should be isolated by sel=’1’(SI=’1’ and ShiftDR=’1’). As shown in
Figure 9, SI and ShiftDR are ORed together for selecting the ND � SD
path for transferring the ND/SD cell FFs to D1 and the making of the
scan chain to scan out. Figure 10 shows the dependency of sel to the
SI and ShiftDR. As shown, in Capture-DR state, ND/SD cell FFs are
selected and then in Shift-DR state scan chain is formed and data is
scanned out depending on how many wires are under test. Table 4
shows the truth table of signal sel. Additional control signals (i.e. SI,
CE and ND � SD) are generated by a new instruction, to be explained
in Section 4. There are three methods of observation:

Table 3: Operational modes of the OBSC.

Observation mode ND � SD SI
NDFF 1 1
SDFF 0 1

Normal x 0



Table 4: Truth Table of signal sel
SI ShiftDR sel
1 0 0
1 1 1
0 x 1
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1. Method 1: To capture and scan out the ND/SD cells data only
once after the entire test patterns application covering all the
victims.

2. Method 2: To capture and scan out the ND/SD cells data twice,
once after the application of patterns covering faults Pg0 , FS and
Pg1 for all the victims and the next time after the application of
patterns covering faults Ng1 , Rs and Ng0 for all the victims.

3. Method 3: To capture and scan out the ND/SD cells data right
after applying each test pattern.

The first method has the advantage of less test time and a disadvantage
of not being able to determine which transitions have caused the fault
in an interconnect. The second method provides more information to
determine as to which set of transitions or faults caused the violation
in the interconnects at the expense of more test time. Finally, the third
method shows the best information of the test, but it is extremely time
consuming. In the experimentations reported in this paper we compare
these methods.

4. TEST ARCHITECTURE
Figure 11 shows the overall test architecture with n interconnects be-
tween the cores i and j in a two-core SoC. The JTAG inputs (T DI,
TCK, TMS, T RST and TDO) are still used without any modification.
Two new instructions are defined to be used for signal integrity test,
one to activate PGBSCs to generate test patterns and the other for read-
ing out the test results. As shown in Figure 11, the cells at the output
pins of Core i are changed to PGBSCs and the cells at the input pins of
Core j are changedto OBSCs. The other cells are standard BSCs which
are present in the scan chain during the signal integrity test mode.

The ND/SD cells act independently and no special control circuitry
is required to control the timing of these cells. After all the patterns
for the MA fault model are covered, the signal integrity information
stored in the cell FFs is scanned out to determine which interconnect
has a problem. This is an efficient method (method 1 as explained in
previous section) to decrease the test application time since the infor-
mation in the cells is scanned out once instead of each time after the
application of a pattern.

In conventional BSA, test patterns are scanned in one-by-one and ap-
plied on the interconnects. For example in a n interconnect network, 12
test patterns are applied to each victim line and 12.n clock is required
to apply the test patterns on only one victim line. With rotating victim
line among n interconnects, the required clock is 12.n.n. It shows the
complexity of test application time for conventional BSA is O

�
n2 � . In

the case of PGBSC, two initial values are applied to the cells and the

01: for (k i=1 to 2)
02:

�
03: Load SAMPLE/PRELOAD and Shift initial value k.
04: Load G-SITEST into IR.
05: for(l=1 to n)
06:

�
07: Apply 3 UpdateDRs. //3 Test patterns
08: Shift victim-select data.
09: �
10: �
11: Load O-SITEST into IR.

Figure 12: Signal integrity test process.

other test patterns are generated by PGBSCs. Having n rotating victim
interconnects, the required clocks is 2n. The order complexity using
PGBSC for test pattern generation and application is O

�
n � .

4.1 Instruction set
We propose to add two new instructions G-SITEST and O-SITEST to
the IEEE 1149.1 instruction set for our new test architecture.

� G-SITEST Instruction
This instruction is used for test pattern generation using the enhanced
architecture. The instruction is loaded after shifting in the initializ-
ing data into the PGBSCs. G-SITEST targets the PGBSCs and en-
ables SI=1 throughout the instruction. It also enables the ND/SD cells
(CE=1) to capture the signal integrity information. The victim-select
data is then shifted into FF1 of the PGBSCs during the Shift-DR state
and the patterns for MA fault model are generated every Update-DR
state as explained in Subsection 3.1. Three UpdateDRs are required to
generate three test patterns per victim line for each initial value.

� O-SITEST Instruction
This instruction is loaded after the G-SITEST instruction. It is used
to capture and scan out the ND/SD FFs data. After the instruction
is decoded in the Update-IR state, control signals SI=1 and CE=0 (to
deactivate ND/SD cells) are generated. ND � SD is initialized to logic
1 to select ND cell FFs during the first shift operation. The ND � SD
signal is complemented in the Update-DR state to select SD cell FFs
during the next shift operation.

4.2 Test Algorithm
Figure 12 shows the test process in the signal integrity mode. As
shown, the new BSCs which target signal integrity test for the inter-
connects are set in signal integrity mode after loading the P-SITEST
instruction. Then, all test patterns generated by PGBSCs are applied
to the interconnect and simultaneously ND/SD cells capture the signals
at the end of interconnects and detect the violations if any. After test
application process, the stored results in the ND/SD cell FFs must be
read. This is done using the O-SITEST instruction. First, the ND/SD
cells are deactivated because the value of the ND/SD FFs need to be
preserved in the reading out process. It is important to deactivate the
ND/SD cells because during the scan out operation some new data will
be scanned in and it may be applied to the interconnects in the Update-
DR state. This may cause a change in the ND/SD cell data changing
the previous value. Finally, the scanning out process is performed as
explained in the O-SITEST instruction.

5. EXPERIMENTAL RESULTS
As mentioned earlier, we designed the PGBSC to apply the test pat-
terns at-speed. Using the hardware based test generation reduces the
number of required clocks. Table 5 shows a comparison between the
number of clocks required for applying test patterns to cover all faults
in MA fault model. In conventional method, using ClockDR the test
patterns are scanned into the cells. Using UpdateDR the test patterns
are applied to the interconnects. This process is performed for all
twelve test patterns. The last row shows time improvement that our



Table 5: Pattern generation time analysis
Test Total Test Time (m=0)

Architecture n=8 n=16 n=32

Conventional 1152 3840 13824
PGBSC 264 520 1032

∆T % 77.1 86.5 92.5

Table 6: Test time analysis
Methods Total Test Time (k=0)

n=8 n=16 n=32

Method 1 16 32 64
Method 2 32 64 128
Method 3 1536 6144 24576

method achieves by using PGBSC cells. The table shows that com-
pared to conventional scan our method is more efficient for large num-
ber of interconnects (n).

Table 6 shows a comparison between three methods described in Sub-
section 3.2. The required clocks in observation side is equal for both
conventional and enhanced BSA. The table shows that the number of
clocks required for methods 1 and 2 is significantly lower than method
3. However, method 3 provides much information about type and lo-
cation of the integrity faults.

The new boundary scan cells are implemented by SYNOPSYS [22].
The total area overhead is shown in Table 7 for a 32-bit wide inter-
connect. The new cells are almost twice expensive compared to the
conventional cells. Practically these cells are used only for those long
interconnects susceptible to signal integrity faults.

6. CONCLUSION
We proposed an enhanced boundary scan architecture for testing signal
integrity in SoCs. Our architecture detects skew and noise violations
using the standard JTAG boundary scan architecture. To do this, ad-
ditional detector cells, modified scan cells and minor modifications to
the TAP controller to handle two new instructions are needed. The
advantage of the proposed architecture is that it provides cost effec-
tive solution for thorough testing of interconnects with a slight area
overhead using the popular JTAG standard.
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