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Abstract

Low-power Issues for SoCs by Christian Piguet,
CSEM

�
.

For innovativeportableproducts,Systemson Chips(SoCs)
containing several processors, memoriesand specialised
modulesare obviously required. Performancesbut also
low-power are main issuesin the designof such SoCs.
Aretheselow-powerSoCsonlyconstructedwith low-power
processors,memoriesandlogic blocks?If thelatter areun-
avoidable, manyother issuesare quite important for low-
powerSoCs,such as theway to synchronisethecommuni-
cationsbetweenprocessors aswell as testprocedures,on-
line testing, software designand developmenttools. This
paperis a general framework for the designof low-power
SoCs,startingfromthesystemlevelto thearchitecturelevel,
assumingthat theSoCis mainlybasedonthere-useof low-
powerprocessors,memoriesandlogic peripherals.

Asynchronous and Locally Synchronous low-power
SoCsbyM. Renaudin,TIMA

�
andC. Piguet,CSEM

�
.

SoCswith manyprocessors, co-processors, memoriesand
peripherals cannotbe synchronisedwith a single master
clock, due to larger and larger wire delaysin deepsub-
micron technologies. Several clocking schemeshavebeen
proposed,such as GALS(Globally AsynchronousLocally
Synchronous)but alsofull asynchronousarchitectures.This
paper will presentthe advantages and disadvantages of
theseSoCclockingstrategiesaswell astheimpactson low-
power.

Low-power Software for SoCsby T. Omǹes,C. Kulka-
rni, K. DanckaertandE. Brockmeyer, IMEC

�
.

For embeddedSoCscontaining several processors, one
has to write several piecesof software for each proces-
sor starting typically from a high-level specificationus-
ing the C/C++ language. In order to tackle this problem,
we proposeto first transformthe original specificationby
meansof asystematicscriptofplatform-independentsource

codetransformations.Thatis illustratedbyapplyingglobal
loop transformationtechniquesto identify asynchronous
partitions exhibiting little communicationand high local-
ity of accesscharacteristics.In a secondstage, weexplore
multiple–instructionmultiple–data(MIMD) mappingonto
a given(partly) predefinedplatformusingadvancedspace–
timeanalysistechniquesto maintainlow datatransferrates
while achieving high systemthroughput. At the SoClevel,
accuratecostfeedback including high-level powerestima-
tion is required. From this essentialinformation, energy
trade-offs betweenapplicationsub-modulescan for exam-
plebeusedto refinethesolutionfurther. In thecaseof map-
ping ontoprogrammablecoreswith a sharedmemoryhier-
archy, a final refinementconsistsin reorganisingthe data
layoutfor efficientcacheutilisation.

1 Low-power issuesfor SOCs by Christian
Piguet,CSEM

�
.

1.1 Intr oduction

Accordingto theSIA 1999-2000Roadmap,themoveto-
ward embeddedSystemson Chip is quite clear. Systems
on Chip (SoCs)consistto integrateseveralcomponentson
the samechip in order to improve performancesand re-
ducethe cost. Few yearsago, a systemwas a multichip
device containinga microprocessor, severalmemorychips,
DRAM chips,FPGAchips,RF(BiCMOS)or analogchips.
More andmore,all thesecomponentswill beintegratedon
asinglechip,includingmicroprocessors,gluelogic,memo-
ries,ROM andSRAM, conventionalanalogblocks,DRAM
memories,FPGA-like logic, RF receiveror transmitterand
finally MEMS. The total numberof transistorson a single
chipcouldbeoveronebillion (predicted[27] to bebetween
4 to 19 billions in 2014dependingin thecircuit type).

For SoCs,very importantdesignproblemshave to be
solved. They aremainly thesilicon complexity (reliability,



power, interconnect),the systemcomplexity (logic, MPU,
memories,RF, FPGA,RF, MEMS), the designprocedures
(300to 800peoplefor thedesignof asinglechip,I.P re-use,
designlevels), verificationandtest. Somepartial answers
have beengivento thecomplexity problem,suchasdesign
re-use.TheSIA Roadmap[27] predictsthat in 2012reuse
of processors,logic blocks, and peripherals,would reach
about90%of theembeddedlogic on thechip.

1.2 Low-power Design Methodologiesand CAD
tools

Future SoCs will contain several different processor
coreson a singlechip. It resultsin parallelarchitectures,
whichareknown to belesspowerhungrythanfully sequen-
tial architecturesbasedon a singleprocessor[24]. Thede-
sign of sucharchitectureshasto startwith very high-level
modelsin languagessuchasSystemC, DL or MATLAB.
The very difficult task is thento translatesuchvery high-
level modelsin applicationsoftwarein C andin RTL lan-
guages(VHDL, Verilog)to beableto implementthesystem
onseveralprocessors.

Onecould think that many tasksrunningon many pro-
cessorsrequireamultitaskbut centralisedoperatingsystem
(OS), but regardinglow-power, it would be betterto have
tiny OS (2K or 4K instructions)for eachprocessor[16],
assumingthateachprocessorexecutesseveraltasks.Obvi-
ously, this solution is easieraseachprocessoris different
evenif performancescouldbereduceddueto theinactivity
of aprocessorthathasnothingto doat a giventime frame.

Each more or less specialisedprocessorwill be pro-
grammedin C andwill executeafter compilationits own
code. Low-power software techniqueshave to be applied
to eachpieceof software,includingpruning,in-lining, loop
unrolling andso on. For re-configurableprocessor cores,
retargetablecompilershaveto beavailable.Theparallelex-
ecutionof all thesetaskshasto be synchronisedthrough
communicationlinks betweenprocessorsand peripherals.
It resultsthat the co-simulationdevelopmenttools have to
deal with several piecesof software running on different
processorsandcommunicatingbetweeneachother. Such
a tool hasto provide a high-level power estimationtool to
checkwhicharethepowerhungryprocessors,memoriesor
peripheralsaswell as the power hungrysoftwareroutines
or loops.

Sucha tool is far from being commerciallyavailable.
Embeddedlow-power software emergesas a key design
problem.Thesoftwarecontentof SoCwill increaseaswell
asthecostof its development.

1.3 Low-power SoCAr chitectures

Low-power SoCswill be basedon low-power compo-
nents,suchasprocessorcores,memoriesandlibrariesthat
areavailablewith niceperformances,i.e. 20’000to 100’000
MIPS/watt [1] for somecores(usingLP techniquessuchas
gatedclocks).However, memoriesarethemainconsumers
onaSoCandseveraltechniquesatthearchitectureandelec-
trical levels have to be appliedto reducetheir power con-
sumption(generallybasedon caches,DWL, bitline split-
ting, low swing).

However, low-power architectureshave alsoto beused.
As mentionedearlier, parallel architectureswith various
specialisedcores[24] exploit a naturalparallelism,which
is not basedon processorarraysfor which software par-
allelising is too difficult andfor which the communication
costis too high. Furthermore,theuseof specialisedandre-
configurablecorescould improve performancesin sucha
way thatsupplyvoltagecouldbereducedresultingin lower
powerconsumption.Usingaverydedicatedco-processorto
a given taskcould improve the speed/power performances
of severalordersof magnitude.

The 1997SIA Roadmap[27] recognisesthat, in 2007,
asynchronousdesignwill beusedin many designs.If

�
is

the distancetravelled by a signal in one clock cycle, due
to higherfrequenciesandincreasinginterconnectdelays,a
chipwill containseveraltimezonesof sizes

���	�
. Duealso

to the increasingdie size, this numberof time zoneswill
grow very rapidly with thenew technologies,up to 10’000
zonesin 2012. To synchronise10’000time zonesis a true
asynchronousproblem[27]. It is why asynchronousdesign
is stronglyrequiredfor chiparchitecturesin thefuture[25].
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Figure 1. Comparison of the Power Consump-
tion of Async hronous versus Sync hronous
Architectures

Asynchronousarchitecturesareoftenpresentedasbeing
capableof reducingsignificantly the power consumption
[25]. Looking at theresultsfrom many papers,it turnsout
that the largestpower savingsareobtainedwith circuitsor
applicationsthatpresenta very irregularbehaviour. An ir-
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regularbehaviour is, for instance,a processorthatpresents
a quite tricky instructionsetwith multi-bytesinstructions
executedin a variousnumberof cyclesandphases.Or an
applicationfor which the controllerhasto very often stop
and restartdependingon the application. A very regular
behaviour is a 32-bit RISC corefor which all instructions
arealwaysexecutedin oneclock. Figure1 illustratesthis
basiclaw. Basically, SoCswill presentmorean irregular
behaviour thana regularone.

At the architecturelevel, power and Vdd management
with behaviour predictionof the userwill be usedexten-
sively, aswell aslow-power communicationprotocolsbe-
tweenthevariousprocessorson asinglechip. Theseproto-
colshaveto bekeptsimpleandwill beasynchronousdueto
the fact that thevariouscoreswill beclocked(if not asyn-
chronouscores)with many differentfrequencies.

1.4 Low-power Designand Testability Issue

At the low-level, low-power librariesandlogic synthe-
sisembeddedwith placeandroutearerequired,aswell as
estimationof interconnectdelayswith copper, low-k and
SOI. However, the main issueis Vdd aslow as0.6 to 0.3
Volt in 2014. With very deepsub-microntechnologiesand
very low Vdd, the staticpower will increasesignificantly
dueto low Vt. Several techniqueswith doubleVt, source
impedance,well polarisation,dynamicregulationof Vt are
todayunderinvestigationandwill benecessarilyusedin the
future.

SoCstestability and debug when first silicon hasbeen
returnedfrom the foundryarea main issue.Generally, the
meantime to fix a bug is oneweek. Today, it is not pos-
sible do determineif more bugs will be presentin a one
billion transistorchip,andif a oneweekperbug is realistic
or not. However, it hasto be mentionedthat it shouldbe
muchmoredifficult to fix a bug in I.P. blocksthat you do
not have designedthancurrentpractise.In this new design
context, it is estimatedthat half of the total designeffort
will bedevotedto verificationtasks,includingdebugof the
embeddedsoftware[27].

2 Asynchronous and Locally Synchronous
low-power SOCs by Mar c Renaudin,
TIMA

�
and Chritian Piguet,CSEM

�
.

2.1 Intr oduction

SoCs chips will contain with many processors,co-
processors,memoriesand peripherals. As it is quite dif-
ficult today to designa clock tree for a single processor
(clock skew, power consumption),onecanbe easilycon-
vincedthat the situationwill be worsein a few years,due

to interconnectdelays,many processorsanddifferent fre-
quencies.It resultsthatfutureSoCscannotbesynchronised
with asinglemasterclock. It is thereforemandatoryto pro-
poseotherclockingschemesincluding fully asynchronous
architectures.

2.2 Clocking schemes

Onehasfundamentallythechoicebetweentwo clocking
schemes:


 GALS (GloballyAsynchronousLocally Synchronous)


 fully asynchronousarchitectures.

The first choice results from the evolution of syn-
chronousarchitectures. Basic building blocks are syn-
chronousprocessorsandperipherals,but due to the clock
distribution problem,thecommunicationsbetweenproces-
sorsareperformedasynchronously. The secondchoiceis
a more radical choice that selectsasynchronouscoresas
well asasynchronouscommunications.From the concep-
tual point of view, this solutionis betterasit is a coherent
techniqueandnotamix of synchronous/asynchronoustech-
niquesasproposedby thefirst solution.

2.3 Globally AsynchronousLocally Synchronous
SoCs

Thehigh-level modelof GALS is many processorcores
thatcanbeclockedat any andpossiblyvariablefrequency.
Therecanalsobe asynchronouslogic blockson the same
SoC.Thesecoresandblockshave to communicatethrough
asynchronousinterfaces.Thereis no relationshipbetween
the frequency of a givenblock thathasto sendsomemes-
sagesto any other(or others)block(s).Therearetwo basic
solutionsto allow theblocksto communicateproperly:


 to synchronisetheirclocksby adjustingthePLL of the
two (or more)blocks. This solutionproposedin [15]
consistsin N*N PLL for N*N timezones,two adjacent
PLL being synchronisedby PFDs(PhaseFrequency
Detectors)in caseof a communication.


 to performanasynchronouscommunicationfor which
meta-stabilityhas to be avoided. One has to check
thedataandclock timing to avoid collisions,by intro-
ducinga clock delay (stretchableor pausableclock).
Severalregistersclockedby delayedclocksgenerated
locally avoid metastability. Sucha techniqueworks
well for two communicatingblocks,but is not suited
for communicatingfrom oneto several blockswhich
could result in a clock-datacollision for the chosen
delayedclock. It is why delayingdatainsteadof the
clock is better[14], but it increaseshardware.
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2.4 Fully AsynchronousSoCs

A more drasticchangeis to adoptasynchronouslogic
by default for designingall the componentsof a SoCand
usethe ”clock” as a resourceonly when required. Such
an approachrequiresto masterasynchronouscircuit de-
sign, which is not yet an easytask,but on the otherhand
bringsvery interestingfacilitiesthatthegoalof this session
is to discuss.It is shown thatasynchronousblocksarevery
easyto reuseandeasyto integratein a complex heteroge-
neousintegratedsystembecausethey arelocally controlled,
they provide flexible andefficient interfacingmechanisms,
they have a lower meanpower consumptionwhile provid-
ing maximumperformance,andfinally they generatelower
electromagneticnoiseandsmallercurrentspeaksin thesup-
ply [25] [20]. Significantprototypesdesignedby industrial
andacademicteamsarereportedanddiscussedto illustrate
theseproperties.

2.5 Power consumptionissuesin GALS and fully
asynchronousSoCs

Comparison:


 GALS: lessareathanfully asynchronous,dueto larger
areaof fully asynchronouscores


 GALS: morepower thanfully asynchronous,PLL are
largeconsumers,delayedclocksor datagenerallyre-
quire adjustabledelaysto take into accountprocess
variations, temperature,...,but these delays require
consuminghardware. Furthermore,for irregular be-
haviour, fully asynchronouscoresconsumelessthan
synchronouscores.And SoCswill bemainlydesigned
for applicationswith irregularbehaviour.


 GALA SoCsareby constructionconsumingminimum
energy, theirpowerconsumptionmaybeautomatically
anddynamicallyadaptedto the processingpower re-
quiredby thedatastreamandthey do not requirespe-
cific hardware/softwarelayersto turn-off inactivepro-
cessingpartsor peripherals.

3 Low-power software for SOCs by T.
Omnès,C. Kulkar ni, K. Danckaert and E.
Brockmeyer, IMEC

�
.

For embeddedSoCscontainingseveral processors,one
has to write several piecesof software for eachproces-
sor starting typically from a high-level specificationus-
ing the C/C++ language. Becausethe cost-critical part
of this high-level specificationis the data-dominatedpart

[28], we have developeda systematicscript of codetrans-
formationsknown as the Data Transferand StorageEx-
ploration(DTSE) methodologyfor power, area,price and
speedmulti-objective data-dominatedembeddedsoftware
design [7]. The most tedious and error–proneparts of
the DTSE methodologyare being supportedby IMEC’s
ACROPOLIS/ATOMIUM computer-aided design (CAD)
environment[22] [13]. In this paper, we discussthe main
stepsof DTSEinvolvedin producingpowervs. speedsoft-
ware for eachprocessorof a programmableplatform [9]
consistingof several processorsandoffering memoryand
interconnectreconfigurationopportunities[29] in the ideal
case.

3.1 Data-locality impr oving Loop Transforma-
tions

Looptransformationsareattheheartof DTSE.As oneof
thefirst steps(afterpreprocessingandpruning)in thescript,
they areableto significantlyreducetherequiredamountof
storageandtransfers.As suchhowever, they only increase
the locality andregularity of the code. This enableslater
stepsin thescript (notablythedatareuse,memory(hierar-
chy)assignmentandin-placemappingsteps)to arriveat the
desiredreductionof storageandtransfers.

Crucial in our methodologyis that thecodetransforma-
tions have to be appliedglobally, i.e. with the entirealgo-
rithm asscope.This is in contrastwith mostexisting loop
transformationresearch,wherethe scopeis limited to one
procedureorevenoneloopnest.Thiscanenhancethelocal-
ity within thatloopnest,but it doesnotsolvetheglobaldata
flow andassociatedbuffer spaceneededbetweenthe loop
nestsor procedures.In orderto allow theseglobaltransfor-
mations,the stephasto be appliedbeforeany partitioning
decisionis taken w.r.t. the HW/SW-systembeingdesigned
[12].

To performgloballoop transformations,wemakeuseof
amethodologybasedonthepolytopemodel[19, 30]. In this
model,eachn-level loop nestis representedgeometrically
by ann-dimensionalpolytope.Theorderin which theiter-
ationsareexecutedcanberepresentedby anorderingvec-
tor which traversesthe polytope. To performthe transfor-
mations,we have developeda two-phaseapproach.In the
first phase,all polytopesareplacedin onecommoniteration
space.During this phase,thepolytopesaremerelyconsid-
eredas geometricalobjects,without executionsemantics.
In the secondphase,a global orderingvectoris definedin
this globaliterationspace.
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3.2 Logically Shared but Physically Distrib uted
Data Mapping

After data-localityimproving loop transformationshave
beenapplied,thecostof adata-dominatedLogically Shared
but PhysicallyDistributed(LSPD)memorysystemis deter-
minedmostlyby:


 The inter-processorbandwidth,which is givenby the
maximumsumof all ingoingandoutgoingdependency
edgesfrom eachpartition;


 The intra-processorbandwidth, which is given by
global basic group level conflict analysis at the
processor-level [33].

The conventionalapproachusedby automaticparallelisa-
tion compilersis to partition the iterationspacein a Single
ProgramMultiple Data (SPMD) fashion,as it appearsaf-
terdata-localityimproving looptransformations.Thisoften
resultsin a high intra-processorbandwidthrequirementby
theprincipleof pushingthebottleneckoneabstraction-level
furtherdown. To alleviate this situationwhereparallelisa-
tion is performedregardlessof processor-level constraints
andprocessor-level optimisationis performedonly locally
webelievethatspace–timeanalysisof (partly)unrolledloop
bodiescanhelpin:


 Reducingthe intra-processorbandwidthrequirements
with limited impact on data locality by re-mapping
data accessesonto processorsusing the full Multi-
ple InstructionMultiple Data(MIMD) capabilitiesof
moderndistributedsystems[32] [10];


 Discovering low-cost space–timecomputation pat-
terns, that can serve as the basisfor (very) low-cost
distributedobjectarchitecturesin platform-basedde-
sign.

Usingour proposedpatternanalysis,we show (at least)an
overall time � consumption(C � T) improvementabove
100%comparedto a customsharedmemoryapproachon
a small C/C++ platform-baseddesignexample [23]. By
construction,this techniquesupportstheinteractiveembed-
ded software design[21] (even) of large-scaleand paral-
lel multimediaandis beingintegratedwithin our prototype
ACROPOLISenvironment.

3.3 CycleBudgetvs. Power trade-offs

In contrastto currentdesignpractisefor (programmable)
processormapping,which mainly targetsperformance,we
focuson a systematictrade-off betweencycle budgetand
energy consumedin thebackgroundmemoryorganisation.

The latter is a crucial componentin many of today’s de-
signs, including multi-media,network protocolsand tele-
comsignalprocessing.We have a systematicway andtool
to explore both freedomsandto arrive at Paretocharts,in
which for a given applicationthe lowestcost implementa-
tion of thememoryorganisationis plottedagainsttheavail-
ablecyclebudgetpersub-module.This by makingoptimal
usageof a parallelisedmemoryarchitecture.We indicate,
with resultson a digital audiobroadcastingreceiverandan
imagecompressiondemonstrator, how to effectivelyusethe
Paretoplot to gain significantly in overall systemenergy
consumptionwithin theglobalreal-timeconstraints.

Thenew prototypetool hasbeenappliedto driversfrom
multiple applicationdomainsto prove theeffectiveness,as
demonstratedby resultsin otherrecentpapers[2, 5, 3, 31].
The actualtechniqueunderlyingthe SCBD exploration is
discussedin [4]. Herewe will analysethe resultsandthe
detailedevolution of the SCBD tool for the Binary Tree
PredictiveCoderdriveronly. Theexperimentclearlyshows
thetrade-off betweenmemoryorganisationcost(powerand
area)and the memory subsystemcycle budget. All the
resultsareobtainedwithin reasonabletool executiontime
(severalminutes)on a PentiumII-400. A Motorola library
memorymodelis usedto estimatetheon-chipmemorycost
(see[8]). For the off-chip components,we have usedan
EDODRAM seriesof Siemens.

BinaryTreePredictiveCoding(BTPC)[26] is aloss-less
or lossyimagecompressionalgorithmbasedon multi res-
olution. The imageis successively split into a high resolu-
tion imageanda low resolutionquarterimage,wherethe
low-resolutionimageis split up further. The pixels in the
high-resolutionimagearepredictedbasedonpatternsin the
neighbouringpixels. The remainingerror is thenexpected
to achieve high compressionratioswith a Huffman coder.
Thepower numbersin this sectionarebasedon realmem-
ory models.

Figure2 shows thetrade-off for thecompletecyclebud-
get range. This is obtainedby letting the tool explore the
cycle budgetstartingfrom the fully sequentialbudget,and
thenprogressthroughthemostinterestingmemoryorgani-
sations(from a costpoint of view) to reducethecycle bud-
get for multiple differentlyoptimisedimplementations[3].
The numberof allocatedon chip memoriesis four for the
entire graphshown in this figure. In the sequentialbud-
get(about18M cycles),only single-portmemoriesareem-
ployed. When a dual-portedmemoryhasto be added,a
clear discontinuity is presentin the energy function. In
order to reducethe budgetbelow 8M cycles, dual-ported
memoriesareneededthough. The allocationof two dual-
portedmemoriesallows to decreasethecycle budgetup to
thecritical path(6.5M cycles).Theworstcaseneeded“im-
age”bandwidthcanbeguaranteedby insertingthreeinter-
mediateon-chip memories(two dual port and one single
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port). Thesethreeintermediatememoriescandeliver up to
fivepixelspermemorycyclewithout thecost(or infeasibil-
ity) of afive-portmemory.
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Figure 2. Pareto cur ve for Binar y Tree Predic-
tive Coder.

The memorysubsystemcostcanbe tradedof for costs
in the othersubsystems.The global systemcost in terms
of power/energy consumption,but alsochip/boardareaor
dollars,canbe significantlyreducedat the price of an ac-
ceptableincreasein cyclesspentin aparticularsub-module
at thecostof lesscyclesfor anotherlesscost-sensitivesub-
module. Exploiting this trade-off is only feasiblefor real
complex systemsif it can be systematicallyexplored and
whentheusefultrade-off spaceis effectively visualisedso
thatadesignercanquickly evaluatethecostof differentcy-
cle budgetsfor a givensub-module.We have a methodol-
ogy supportedby tools to effectively achieve this. It has
beendemonstratedfor several other real-life applications
(from differentdomains)like DAB channeldecoder, cav-
ity detectorandanIP-switch.

3.4 CacheconsciousMain Memory Data Layout

Cachemissesform amajorbottleneckfor real-timemul-
timediaapplicationsdueto theoff-chip accessesto themain
memory. This resultsin both a major accessbandwidth
overheadandrelatedpower consumptionaswell asperfor-
mancepenalties.

In this section,we illustratea new techniquefor organ-
ising datain the main memoryfor datadominatedmulti-
mediaapplicationssoasto reducethemajority of thecon-
flict cachemisses. The main goal of this stepis to stati-
cally organisedatain themainmemorytakinginto account
thecacheparametersandprogramcharacteristics.This in-
volvesa combinationof arraysplitting andarrayinterleav-
ing (or arraymerging) so asto recursively allocatedatain
themainmemory, whereeachrecursivesizeis equalto the

cachesize[18]. Themainadvantageof this techniqueis the
ability to trade-off memorysizeversuspower versusper-
formanceascomparedto otherexisting techniques.A more
detaileddiscussionof thisstepis availablein [17]. Thisstep
hasbeenautomatedasaprototypetool in theACROPOLIS
projectat IMEC.

Experimentson real-lifedemonstratorsillustratethatwe
are able to reduceup to ��� % of the conflict missesfor
applicationswhich arealreadyaggressively transformedat
source-level. At thesametime,we alsoreducetheoff-chip
dataaccessesby up to 78%. Thusour approachis compli-
mentaryto the moreconventionalway of reducingmisses
by reorganisingtheexecutionorder.

3.5 Conclusion

For embeddedSoCscontainingseveral processors,de-
signingefficient softwarefor eachprocessoris a (very)dif-
ficult and(very)time-consumingtaskthatcanbeperformed
manuallyby atraineddesigner(only) atthepriceof a(very)
significantdegradationof thequalityof hisfinal implemen-
tation. Embeddedsoftware designtools that could help
in this processare far from commerciallyavailable today.
In order to tackle this problemfor data-dominatedappli-
cations,we proposethe DataTransferandStorageExplo-
ration(DTSE)methodologyto systematisetheorganisation
of thedesignerwork. In addition,weshow thatnovel CAD
supportconsistingof four main stepscan be introduced
to automate(almost)all the critical work involved in this
multi-objective application-specificplatform mappingtask
beforeapplyingconventionalhardware-softwareco-design
[6] [11]. This supportis currently exactly the purposeof
IMEC’sACROPOLIS/ATOMIUM environment[22] [13].
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