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Abstract

Thispaperaddressestheproblemof powerconsumption
in multimediasystemarchitectures and presentsan algo-
rithmic optimizationtechniqueto achievethegoalof power
reductionin the context of real timeprocessing. Thetech-
niqueis basedon a mixedspeed-settingandshutdownpol-
icy. We addressthe problemfrom both a theoretical and
practical point of view, by presentinga powerefficient im-
plementationof a MPEG-layer3real-time decoderalgo-
rithm designedfor wearable devicesas a casestudy. The
target systemis the Hewlett-Packard’s SmartBadgeIII pro-
totypeof wearable systembasedon the StrongARM1100
processor. Theoretical analysisas well as quantitativere-
sultsof powermeasurementsareprovidedto showtheeffec-
tivenessof this technique. Theexperimentalset-upis also
described.

1. Introduction

Oneof the mostcritical constraintson wearableappli-
ancedesignis power consumption,that is directly linked
to batterysize,weightandtime,which arekey designcon-
straintsfor portableapplications.Furthermore,power con-
sumptionimpactssystemcostandreliability. In thedesign
of portabledevices,a microprocessor-basedarchitectureis
oftenaforcedchoicebecauseof its flexibility andfasttime-
to-market. In thesearchitectures,the CPU musthandlea
largefractionof the computationalload imposedby appli-
cationsandit is thelargestcontributorto overallpowerbud-
get. In general,CPU energy consumptiondependson the
type of workload imposedby applications. We focus on
ultra-portabledevicestargetedto streamingmultimediaap-
plications,suchasaudioandvideodecoding.

As mentionedabove, CPU power dependson the algo-
rithm to be executed. Indeed,an algorithm can dynami-
cally reconfigurethesystemto providetherequiredservices
andperformancelevels in a power-efficient way. Modern
hardwarecomponentsprovide a large freedomin dynami-

cally adjustingimportantpower-correlatedparameterssuch
asclock frequency andsupplyvoltageallowing quickadap-
tationalsoat runtime. Hence,it is possibleto reducepower
consumptionby adjustingsystemspeedandsupplyvoltage
at theminimumlevel necessaryto matchthereal-timecon-
straints.

In sucha context, the contribution of this papercanbe
summarizedin threepoints.Firstweanalyzethepowercon-
sumptionof multimediaalgorithmswhich managepower
throughspeed-settingandshutdown, anddevelopan algo-
rithmwhichconfigurestheunderlayinghardwarein orderto
consumethe minimum amountof power requiredto work
correctly with real-time performance. Second,we show
from both the theoreticaland experimentalpoint of view
thatvariablefrequency techniquesareusefulto save power
in the context of streamingmultimediaworkload,even in
theabsenceof a variablevoltagesupply. Third, we provide
a completeandworking implementationof MPEG-layerIII
stand-alonedecompressionalgorithmrunningon thehand-
helddeviceHP’s SmartBadgeIII.Power consumptionmea-
surementsof the systemwhenrunningthe decompression
algorithmareperformedby meansof a customizedexperi-
mentalset-upalsodescribedin this paper.

2. Related Work

Our work is relatedwith two researchareas:(i) analysis
anddevelopmentof adaptive algorithmsthatexploit work-
loadvariability to savepower; (ii) poweroptimizationtech-
niquesfrom thepoint of view of operatingsystem(i.e. in-
volving taskscheduling).

Algorithmic power optimization is not a new concept.
In [5], Chandrakasanet al. explore dynamicvoltageset-
ting in DSP with a variableworkload. Differently from
customDSP, generalpurposeSOCsare not targetedto a
particularapplication,thenanadaptationis necessaryeven
with a fixedworkload,in orderto reconfigurethehardware
resourcesin a power-efficient way. The work by Chan-
drakasanet al. demonstratethe effectivenessof decreas-
ing togetherspeedandvoltagewith respectto simply shut



down thesystemin idle periods.Voltageregulationis seen
asageneralizationof shutdown wherethevoltagelevelsare
quantizedin more thantwo values(on andoff); from this
point of view, variablevoltageallows betteradaptationto
differentworkloads,henceit is moreeffective.

Recently, Sinhain [19] hasinvestigatedtheideaof appli-
cationsthatareawareof their power requirementsandhelp
theoperatingsystemin takingdecisionsaboutresourcesto
beallocated,clock frequency andsupplyvoltage. Theen-
ergy modelby which the actualvaluesof voltageandfre-
quency arederived,however, assumesa linear relationship
betweenclock frequency of the processorcoreandexecu-
tion time of a certaintask. This model is not suitablein
thecontext of real time processing,andin generaldoesnot
take into accountreal-lifesystemsbottleneckslikememory
latency. In [6], the authorstake a dual approach:herethe
algorithm adaptsits requirementsto resourceavailability.
The experimentalresultsshow how characteristicsof data
to be processedaffect power consumptionandhencehow
an adaptive approachcanbe effective in reducingdissipa-
tion.

As for operating-systemlevel power optimization,sev-
eraltechniqueshavebeendevelopedto dynamicallycontrol
the power of a system. Theseapproachescanbe grouped
in two categories:basedon shutdown andvariable-voltage.
Shutdown consistsin selectively turning on and off com-
ponentswhenareor arenot to be utilized, while variable
voltagetechniquesarebasedon dynamicregulationof the
supplyvoltagedependingon the level of performancere-
quired.Naturally, additionalhardwareis neededto support
this capability(like DC-DC converters). Reducingsupply
voltageincreasescircuit delaysothat theclock speedmust
beaccordinglyreduced[4], thusvoltageandspeedmustbe
regulatedtogetherandareductionof leadsto acubicreduc-
tion of power andquadraticreductionof energy consump-
tion.

The variable-voltage context then, posesthe problem
of scheduling,and from this point of view we candistin-
guishbetweenbesteffort schedulingandreal-timeschedul-
ing. In the former, the CPU voltage is lowered if a de-
creaseof the future amountof computationis predicted.
Thetarget is theaveragereductionof power, thereforethis
methoddoesnot guaranteesthat all tasksmeettheir dead-
lines [21][7]. In lattercase,theknowledgeof thedeadline
of eachtask is exploited to set voltageand speedso that
they just meettheir time constraints(just in time compu-
tation) [8][10] [12][15][17]. Someof thesealgorithmsas-
sumestatic scheduling [7][12][13], that is, the workload
for eachtask is characterizedat designtime, while others
aredynamic[8][10][15][17].

Restrictionsontheeffectivenessof variablevoltagearise
becauseof the regulationrangeis discrete.Moreover, reg-
ulation freedommustdealswith technologytrendtowards

lower voltages. In addition,variable-voltagerequiresspe-
cial hardware, while systemshutdown doesnot. In its
simplestflavor this methodconsistsin a binary decision:
whetheror not turn off the power supplyof the processor.
Thiscanbeexploitedto savepowerwhenit is not perform-
ing usefulwork. Thetransitionbetweeninactive andfunc-
tionalstaterequirestimeandpower, thereforeit is noteffec-
tivein mostcasesto turnoff processorassoonasit becomes
idle. For this reason,predictive shutdown techniqueshave
beenproposedbasedon the assumptionthat someknowl-
edgesof futureinput eventsis available[3]. In [17] Paleol-
ogoet al., utilize a finite-statestochasticmodelfor a power
managedsystem.Shutdowndecisionsarestatisticallymade
onthebasisof thepastactivity of thesystem.Otherpredic-
tive techniquesarepresentedin [11][20].

Theassumptionatthebasisof thevariablevoltagepower
managementtechniquesexaminedaboveis thatpowercon-
sumptionscalesdown with s3, wheres is the voltageand
speedscalingfactor. In addition,beingthe executiontime
inverselyproportionalto s, energy dependson thesquareof
thesupplyvoltageandnot on f , so is not usefulto change
only processorspeedin order to save energy, unlesssup-
ply voltageis scaleddown aswell. On thecontrary, recent
results[2][13][14] on real systemshave demonstratedthat
runningat lessthanthemaximumfrequency canbeadvan-
tageous.In the following sectionwe provide a theoretical
explanationfor this fact,whichmotivatestheadaptivealgo-
rithmic power optimizationstrategy presentedlater in the
paper.

3 Variable Frequency and Energy Optimiza-
tion

In this sectionwe discusshow energy reductioncanbe
obtainedby settingclock frequency, togetherwith shutting
down the processor, even in the absenceof an associated
voltageregulation.This is in contrastwith thecommonas-
sumptionthat speed-settingis effective only accompanied
by anadequatevoltage-settingpolicy. Of course,if voltage
is scaledwith frequency, morepower canbesaved,but the
pointhereis thatthis is nota forcedchoice.To demonstrate
our claim, we start by looking at the usualexpressionof
dynamicpowerconsumption:

P � V2
DD

� Cef f
� f (1)

(where V2
DD is the supply voltage, Cef f is the average

switchedcapacitance,and f is the CPU clock frequency).
Totalenergy consumptioncanbeimmediatelyobtainedas:

E � V2
DD

� Cef f
� f � T (2)

whereT is thetotal executiontime. T � Ntot
� t, whereNtot

andt arethetotalnumberof clockcycleandthecycle time,



respectively. We havethen:

E � V2
DD

� Cef f
� f � Ntot

� t � Cef f
� V2 � Ntot (3)

becausef � 1
�
t. From the definition of total energy E �

P � T � VDD
� Iavg, andcomparingwith (3), weget:

Iavg
� VDD

� Cef f

T
� Ntot (4)

whereIavg is the averagecurrentabsorptionduring execu-
tion time T. In the caseof streamingmultimediaprocess-
ing, asshown in moredetailsin thenext sections,T is fixed
(e.g.,thedurationof a songor a video). Therefore,Iavg de-
pendsonNtot , i.e.,ontheworkload.Now, if theworkloadis
lower thanthemaximumone,therearetimesin which the
CPUis idle, solet usnow expressNtot as:

Ntot
� Nusef ul � Nidle (5)

WeconservativelyassumethatNusef ul (thenumberof cy-
clesspentin executionusefuloperations)is fixedfor agiven
algorithm,while Nidle (thenumberof cycleswastedwith the
CPUbeingidle) canbeseenasa functionNidle � f � s� where
f is oneof theavailableprocessorfrequencieswhile s is a
binary variableindicatingwhetheror not we apply a shut-
down policy. Nidle is a non-decreasingfunction of f , and
it is lower if s is one(shutdown applied),thanin the case
s � 0 (shutdown not applied).

FurthermoreNidle is given by the sumof two contribu-
tions. The first, hereaftercalled implicit idleness, identi-
fiesCPUidlenessfinely dispersedamongusefuloperations
(mainlyduringmemorywait cycleson cachemisses).This
termvarieswith f : sincememoryaccesstime is fixed,ad-
justing the frequency involvesvariationin numberof wait
statesin abuscycle. ThishappenswhentheCPUis not the
speedlimiting element. The second,hereafterreferredto
asexplicit idleness, is dueto coarselyclusteredidle cycles.
Explicit idlenessis quitecommonin practice.Whentheex-
ecutiontime is fixed,asin thecaseof real-timeconstrained
algorithms,makinga computationfasterinvolvesthe need
of storingtheresultsof computationin a buffer waiting for
someeventexternalat theCPU.During thattime, theCPU
experiencesidleness,thatcanbeeliminatedwithout affect-
ing thealgorithmeffectivenesseitherby puttingtheproces-
sor in a low-power statewhile waiting (i.e. adjustingthe
variables) or by increasingthe time spentin usefulopera-
tions(i.e. loweringtheCPUfrequency). Thereforeexplicit
idlenessdependsbothon f ands.

Thus:

Iavg
� VDD

� Cef f

T
� � Nusef ul � Nidle � f � s��� (6)

with Nidle � f � s� � Nidle� implicit � f � � Nidle� explicit � f � s� . The
targetof poweroptimizationis to reduceIavgactingonNidle,

undertheconstraint:

� Nusef ul � Nidle � 1
f
� T (7)

Shutdown andspeed-settingpursuethe sametarget in two
differentways:shutdown by stoppingtheCPUclock when
asequenceof idle cyclesis to beexecuted;speed-settingby
decreasingf so that in (7) Nidle mustdecreasebecauseT
andNusef ul arefixed. Thelower bound( fopt) of f , namely
fopt is fixedby the requirementthatall theusefulwork be
executedin T (just-in-timecomputation).

Thechoicebetweenspeed-settingandshutdowndepends
on the workloadcharacteristicsandthe system’s architec-
ture(bothhardwareandsoftware).Both thesepolicieshave
advantagesanddrawbacks. In particular, speed-settingre-
ducesthe costsof memorylatency in termsof CPU wait
states,while shutdown doesnot. Hence,in executiondomi-
natedby memoryaccess(high missrate),andwheremem-
ory latency is higher, this techniqueis moreeffective[?]. In
addition,from a systemenergy perspective,sincetheCPU
clockoftenfeedsotheron-chipcomponents,additionalsys-
tempower canbesavedby reducinguselesswork on these
aswell (evenif in mostcasesthey implementpower down
andgatedclockstrategies).

On the other side, since the frequency cannotbe ad-
justedcontinuously, it is hard to completelyeliminateex-
plicit idlenesswith a speedsettingpolicy. If this “adapta-
tion mismatch”is large,systemshutdown canbe advanta-
geous.As discussedlater, therearecasesin which a mixed
approachgivesbestresults. In somecases,we can actu-
ally set f higherthan fopt in orderto allow the CPUto go
in a low-power idle stateduring themismatchinterval. As
anadditionalconcernwhenevaluatingthetradeoff between
frequency settingandshutdown, the delayandthe energy
spentto forcetheprocessorin idle andsetits speedmustbe
considered.

4 Multimedia Systems Architecture

In a processor-basedarchitecture,both hardware and
software organizationsimpact power optimization. We
briefly describeaspecificsystem,whichwasusedasaprac-
tical driver in ourstudy.

4.1 Hardware Architecture

In multimediastreamprocessing,datacomeinto thesys-
temfrom theexternalenvironmentby awirelessnetwork or
awiredlink from ahostcomputer. In thecaseof interestfor
this work we haveanaudiostreamof encodeddatacoming
from aseriallink connectedto ahostPC.Themainprocess-
ing unit is a general-purposemicroprocessor, integratedin
aSOCarchitecture.TheCPUprocessesablockof dataand



sendstheresultstowardsanexternallogic whenfinished.In
our case,outputdataaredecodedaudiosamplessentby an
integratedserialcontrollerto anexternalaudio-chip,which
performsD2A conversion. To improve efficiency andpar-
allelism,currentSOCscontaininput-outputhardwareunits
that can buffer dataand managestandardcommunication
channels(e.g. serial port, parallel port) in parallel with
the CPU. High-bandwidthinput-outputdevices often use
DMA for enhancedperformance.Ourtargetsystem,theHP
SmartBadgeis basedon theStrongARM1100core[1], that
containsseveralperipheralcircuitsthatcanbecontrolledby
DMA channels.

StrongARM1100, the architectureconsideredin this
work, implementsseveralpower managementcapabilities.
For example,we canadjustthefrequency in a rangeof dis-
cretevaluesor we canstoptheclock for somecomponents
also at run-time. In most architectures,frequency can be
programmedvia software by writing a control word in a
processorregister. In StrongARM1100twelve frequency
levels are available by programminga PLL. StrongARM
implementstwo low-power modes:idle andsleep.During
idle modetheCPUclockstops,while therestof thesystem
continuesto operate.Power consumptionin idle modede-
pendson thenumberof peripheralsrunning.Sleepmodeit
is not useful in our context, becauseDMA andserialcon-
troller aredisabled.

4.2 Software Architecture

Multimedia streamprocessingalgorithmsmust handle
variableinput andoutputdatarates,hencethey make use
of softwarebuffering whenhardware is not sufficient. In
our system,theserialinput link is drivenby a DMA input
channeltransferringincomingdatainto the main memory
buffer. The rate at which this buffer is filled dependson
the bandwidthof the input channelandit is chosenin or-
derto supportthebit-rate,whichrepresentsthespeedof the
stream’s informationtransfer.

Oncethe input buffer is full, the CPU startsto process
the input dataandsendsthe resultsto the memoryoutput
buffer. Whenthisbuffer is filled, dataarereadyto betrans-
ferredby the DMA towardsthe outputchannel. The des-
tinationof this datadependson theparticularnatureof the
multimediaapplication. In our case,decodedsamplesare
sentat theappropriatesampleratetowardstheaudiooutput
of theSmartBadge.

5 Energy Optimization

Most of thespeedsettingtechniquesproposedin thelit-
erature[7][21] [22] arebasedon a predictionof processor
workload in the nearfuture. When the predictionfails, a
non-optimaldecisionis taken, then a cost is incurred in

termsof performanceandpower effectiveness.This “best-
effort” approachis not feasiblewhen targeting streaming
multimedia. In our case,the multimediastreammust be
processedundertight latency and throughputconstraints:
no user-perceivableinterruptionof theoutputstreamis tol-
erated.

To ensurereal-timeperformance,the overheadof fre-
quency settingandprocessorshutdown mustbeconsidered.
To explore in more details the tradeoffs involved in fre-
quency andshutdown control,we sub-divide theexecution
time T for processingthestreamin a setof contiguousin-
tervals Ti , i � 1 ��	
	�	�� n; T � ∑n

i � 1Ti . This partition reflects
the frame-basedstructureof multimediastreams,whereTi

is the frameprocessingtime. InsideeachTi , we notethat
therearetimesin which theCPUis eitherexplicitly or im-
plicitly idle. Usingthenotationof Section3, wecanwrite:

E � n

∑
i � 1

VDD
� Cef f

� � Ni � usef ul � (8)

Ni � idle� implicit � f � � Ni � idle� explicit � f � s���

We first considershutdown overheadin energy andde-
lay. Assumewe do not changefrequency, andwe let the
processorrun at the maximumfrequency f � fmax. Shut-
ting down the processorreducesNi � idle� explicit � f � s� to zero,
at best. Unfortunately, shutdown and wakeup have non-
negligible energy costEi � s. Thus,we have:

E � n

∑
i � 1

V2
DD

� Cef f
� � Ni � usef ul � (9)

Ni � implicit � fmax� 1 �
� �
n

∑
i � 1

Ei � sd

Furthermore,it takes a time d to transition the CPU in
and out the low-power idle state. To guaranteeuninter-
ruptedstreaming,weneedto ensurethatd is alwaysshorter
thanthe time theprocessoris explicitly idle Ti � idle� explicit

�
Ni � idle� explicit

� t. Hence,the performanceand energy con-
straintsfor theapplicabilityof processorshutdown are:

d  min
i
� Ti � explicit � (10)

Esd  Eidle� explicit � fmax� (11)

In general,for smallNi � idle� explicit , theeffectivenessof shut-
down policy decreasesbecausethe costsof this policy in
termsof energy anddelayarenon-negligible. Thishappens
in particularwhen the workload increases(higher sample
rateandbit rate).

We now analyzefrequency-setting, assumingthat no
shutdown is performed.For thesakeof illustration,assume
thatthefrequency of theprocessorcanbechangedat every
frame,andthatwecanadjustit in acontinuousfashion.We



call fi � opt thepower-optimalfrequency for framei:

E � n

∑
i � 1

V2
DD

� Cef f
� � Ni � usef ul � (12)

Ni � idle � fi � opt � 0��� � Ei � vf

where Evf is the energy cost of operations needed
to adjust the frequency. Notice that Ni � idle � fopt � 0���
Ni � idle � fmax� 0� . To guaranteeuninterruptedstreamingwhen
applyingfrequency-settingpolicy, for eachframewe must
ensurethe minimum frequency, namely fopt , so that the
CPU completesthe useful work in Ti . As in the caseof
shutdown,weobtainthefollowing performanceandenergy
constraints:

Ti � Ti � usef ul � fi � opt ��� Ti (13)

Evf  Eidle � fmax� 0���
n

∑
i � 1

Ei � idle � fi � opt � 0� (14)

Unfortunately, in real-life hardware frequency adjust-
ment involves a large delay due to the need of re-
synchronizationbetweenthe CPU and other running on-
chip logic. Thus,we cannotchangeCPU speedframeby
frame,but we choosea frequency dependingon the over-
all characteristicsof thestreamandwe keepit constantfor
theentireexecutiontime T. We namethis fopt . Hencethe
condition(13)becomes:

Ti � usef ul � fopt �� min
i
� Ti � (15)

Sincethe frequency is not changedevery i interval, in our
implementationspeed-settingis lessenergy expensive than
shutdown. In addition,applicabilityof speed-settingis less
affectedby thewidth of idle intervals,becauseit increases
usefultime periodsby a percentageof their width. In real
systems,however, thefine-adjustingcapabilityis limited by
thelimited numberof frequenciesavailable.

Becauseof nonidealitiesof speed-settingpolicy, in some
caserunningat higher thanoptimal frequency in order to
allow the applicationof shutdown during the remaining
Ti � idle� explicit , canbe advantageous.We call this mixedpol-
icy. To make this policy feasible,however, theCPUspeed
is sethigherthanto theoptimalvalue,in orderto compen-
satefor the delayintroducedby enteringandexiting from
idleness.

In our algorithmwe implementspower-optimizationby
controllingthebit-rateandsampleratein theheaderof the
incoming audio stream. In function of thesevalues,we
searchin a look-uptablefor theoptimal frequency andwe
decidewhetheror not applyingshutdown. Frequency opti-
mal valuesarecalculatedoff-line by meansof severalexe-
cutiontracesof differentaudiostreams.

6 Implementation and Measurements

In order to capturethe power consumptionof the en-
tire system,we measuredthecurrentdrivenby theexternal
powersupplyto theSmartBadgeIII.Thefollowingelements
areneeded:(i) a DAQ (DataAcQuisition)board,(ii) a I

�
V

conversionboard,(iii) a PC with Labview. In the current
pathfrom powersupplyto SmartBadgeIIIa I/V conversion
boardis inserted.Thecurrentflow througha 1 ohmresis-
tor; thevoltagesof thetwo nodesof theresistorareanalog
input for the acquisitionboard. DAQ boardoperationsare
drivenby Labview software.

6.1 Experimental Results

To demonstratetheeffectivenessof ourapproach,theto-
tal energy costof decodinga compressedaudiostream(a
popsong)hasbeenmeasured.To testtheadaptivecapabil-
ity of our algorithm,the sameaudiostreamwith different
level of compressionandsamplingrateshasbeenprovided.
For eachof theseversions,all the threealgorithmicpower
optimizationapproachesdescribedin the previous section
have beentested. Beforedescribingthe results,we must
make clear that sincethe decodingtime is fixed, we deal
with energy andaveragepower consumptionwith no dis-
tinctions. However, we utilize energy spentto decodinga
secondof soundasametricin ournumericalresults.Energy
reductionis computedasReduction � � Emax � Eopt � � Emax

The experimentalresultsare summarizedin Table 1,
while in Figure1 we have utilized a threedimensionalplot
to show overall energy behavior of the mixed-policy opti-
mizedalgorithmwith respectto the unoptimizedone. We
referto themixed-policy versionbecauseonaverageit pro-
videsthebestresults.

In theX � Y planearerepresentedthepointscorrespond-
ing to differentversionsof theaudiostream,while in Z axis
the energy consumptionwhenmixed policy applied. The
resultsshow how ouralgorithmadaptto workload,consum-
ing lessenergy when computationalload decrease.This
behavior is in contrastwith theoneof the unoptimizedal-
gorithm,which spentmoreenergy whenbit rateandsam-
ple rate increase. This behavior is explainedconsidering
thatin idle intervalstheCPUspenta lot of power polling a
synchronizationvariable.Whentheworkloadis higher, the
CPU spendmoretime in decodinginstructions,which are
lesspower-expensive. A comparisonbetweenthe energy
consumedby thedifferentversionscorrespondingto thedif-
ferentpoliciesimplementedin our algorithmandtheunop-
timized one is illustratedin Figure 2 for an audio stream
with samplerateof 16KHz. We note the effectivenessof
thepolicies.

The resultsof a comparisonamongthe variouspolicies
arewell explainedby Figure3, wherearereportedtheval-



uesof energy reductionfor a16KHzsampledaudiostream.
Eachline in thegraphcorrespondsto theenergy reduction
of a particularoptimizationpolicy appliedto audiostreams
characterizedby different level of compressionbut fixed
samplerate.

Thefollowing considerationscanbederived:

� Left pointsin thegraphic,correspondingto abit rateof
16Kbit/secshow thecaseof aperfectfrequency match.
Hencevariablefrequency policy providesthegreatest
reduction.This is because,asstatedpreviously in this
paper, runningata lower frequency leadsto energy re-
ductionnot only becauseof theeliminationof useless
CPUtime,but alsobecausethereductionof themem-
ory latency costs.

� Points in the middle presenta casein which a pure
shutdown policy worksbetterthanvariablefrequency.
This is explicablebecauseof theimperfectadaptation
causedby the impossibility of a continuosfrequency
tuning.Thisobservationexplainwhy apolicy thatuti-
lize both speed-settingandshutdown oftengivesbest
results.In this case,evenrunningat higherfrequency,
we compensatefor the energy lost in the mismatch.
In effect, theeffect of frequency mismatchis twofold:
first uselessenergy expensivepolling intervalsarenot
completelyeliminated,second,in theseintervals the
CPUrunsat frequency higherthanoptimal,furtherin-
creasingtheenergy consumption.

� In right points we have a caseof a neargood adap-
tation, hencespeed-settingis better than shut-down,
while both loosethecomparisonwith mixed,because
in this particular case,we found a suboptimalfre-
quency nearto the optimal one but allowing the ap-
plicationof shutdown.

In general,asthe workload increases,the effectiveness
of all threepoliciesdecreases.This is becauseshutdown
delayandcoarsefrequency-adjustmentareno morenegli-
gible in thecaseof tight real time constraints.In addition,
thedifferenceamongthethreepoliciesis lessevident.

Variablefrequency show lowerpower reductionwith re-
spectto otherpoliciesathighersamplerate.Thisis because
of theshapeof theenergyabsorption’swaveform,plottedin
Figure5, with no optimizationapplied.CPU-waiting inter-
vals arenarrow with respectto normalones,therefore,as
statedin section3 and 5, little frequency adjustmentsin-
volve large increaseof the their width. As a consequence,
we arenot able to make a fine regulationof speed-setting
effectsin orderto geta just in timecomputation.

One last observation follows from experimentalresults
in Figure 4 which presentsvariable-voltageextensionre-
sults.We notehow furtherenergy saving canbeobtainedif
hardwareplatformhasthiscapability. It is alsoimportantto

Var. Freq ShutDown Mixed
16 24 16 24 16 24

16 0.545 0.315 0.516 0.386 0.543 0.407
32 0.482 0.313 0.499 0.369 0.518 0.376
64 0.478 0.268 0.473 0.336 0.494 0.335

Average 0.400 0.429 0.445

Table 1. Energy Reduction: column correspondsto different
sampleratein KHz, row to bit ratein Kbit/s

observethatvariable-voltagevariable-speedpolicy is much
moreeffectivethanothers,includedmixed-variablevoltage
policy. In effect, thecostsof runningat a suboptimalspeed
andvoltagearelargerthanin theno voltage-settingcase.
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Figure 1. Energy consumptionof mixed policy optimizedal-
gorithm
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Figure 2. Energy consumptionof differentsalgorithm’s ver-
sions

7 Conclusions and Future Work

In thecontext of streamingreal time, multimediasignal
processing,standardconsiderationaboutpower optimiza-
tion policiesmustberevisited.Fromourwork,weconclude
that an adaptive-algorithmicpower optimizationapproach
is effective to reduceenergy consumptionin the context
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extension

Figure 5. Energy waveform for a 24KHz sampled,16Kbit/s
audiostream.

of multimediasystemsand workload. In addition, when
targetingreal systems,a speed-settingpower optimization
policy leadto largeenergy saving evenin absenceof anas-
sociatedvoltageregulation.Speed-settingovercomesother
policies when no frequency adaptationmismatcharises.
Whena mismatchexists,thesolutionis to associatespeed-
settingandshutdown techniques.Futurework will bein the
analysisof other architecturalandalgorithmic parameters
affectingenergy consumptionin orderto designalgorithms
with moreadaptationcapabilityand improve their power-
performancetrade-off.
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