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Abstract

Thispaperaddresseshe problemof powerconsumption
in multimediasystemarchitectuies and presentsan algo-
rithmic optimizationtechniqueto achievethegoal of power
reductionin the contet of real time processing Thetedc-
nigueis basedon a mixedspeed-settingnd shutdowrpol-
icy. We addressthe problemfrom both a theowtical and
practical point of view, by presentinga power efficientim-
plementationof a MPEG-layer3real-time decoderalgo-
rithm designedor wearable devicesas a casestudy The
target systemis the Hewlett-Packard’s SmartBadelll pro-
totype of wearable systembasedon the StongARM1100
processar Theoketical analysisas well as quantitativere-
sultsof powermeasuementsre providedto showtheeffec-
tivenessof this technique The experimentalset-upis also
described.

1. Introduction

One of the mostcritical constraintson wearableappli-
ancedesignis power consumptionthatis directly linked
to batterysize,weightandtime, which arekey designcon-
straintsfor portableapplications.Furthermorepower con-
sumptionimpactssystemcostandreliability. In the design
of portabledevices,a microprocessoebasedarchitecturds
oftenaforcedchoicebecaus®f its flexibility andfasttime-
to-marlet. In thesearchitecturesthe CPU musthandlea
large fraction of the computationaloadimposedby appli-
cationsandit is thelargestcontributorto overall powerbud-
get. In general,CPU enegy consumptiordependon the
type of workload imposedby applications. We focus on
ultra-portabledevicestargetedto streamingmultimediaap-
plications,suchasaudioandvideodecoding.

As mentionedaborve, CPU power dependson the algo-
rithm to be executed. Indeed,an algorithm can dynami-
cally reconfigureghesystento providetherequiredservices
and performancdevelsin a powver-efficientway. Modern
hardware componentgrovide a large freedomin dynami-

cally adjustingimportantpower-correlatecparametersuch
asclock frequeng andsupplyvoltageallowing quick adap-
tationalsoatruntime. Hencejt is possibleto reducepower
consumptiorby adjustingsystemspeedandsupplyvoltage
attheminimumIlevel necessaryo matchthereal-timecon-
straints.

In sucha context, the contribution of this papercanbe
summarizedh threepoints.Firstweanalyzehepowercon-
sumptionof multimediaalgorithmswhich managepower
throughspeed-settingnd shutdavn, anddevelop an algo-
rithm which configuregsheunderlayinchardwarein orderto
consumethe minimum amountof power requiredto work
correctly with real-time performance. Second,we shav
from both the theoreticaland experimentalpoint of view
thatvariablefrequeng techniquesireusefulto save power
in the contet of streamingmultimediaworkload, evenin
theabsencef avariablevoltagesupply Third, we provide
a completeandworking implementatiorof MPEG-layerlll
stand-alon@&lecompressioalgorithmrunningon the hand-
helddevice HP's SmartBadgelllPaver consumptiommea-
surement®f the systemwhenrunningthe decompression
algorithmareperformedby meansof a customizedexperi-
mentalset-upalsodescribedn this paper

2. Related Work

Ourwork is relatedwith two researctareas:(i) analysis
anddevelopmentof adaptve algorithmsthat exploit work-
loadvariability to save power; (ii) poweroptimizationtech-
niguesfrom the point of view of operatingsystem(i.e. in-
volving taskscheduling).

Algorithmic power optimizationis not a new concept.
In [5], Chandrakasaet al. explore dynamicvoltage set-
ting in DSP with a variableworkload. Differently from
customDSR generalpurposeSOCsare not targetedto a
particularapplication,thenanadaptatioris necessargven
with afixedworkload,in orderto reconfigurethe hardware
resourcesn a power-efficient way. The work by Chan-
drakasaret al. demonstratehe effectivenessof decreas-
ing togetherspeedandvoltagewith respecto simply shut



down the systemin idle periods.Voltageregulationis seen
asageneralizatiorf shutdavn wherethevoltagelevelsare
guantizedin morethantwo values(on and off); from this
point of view, variablevoltageallows betteradaptatiornto
differentworkloads henceit is moreeffective.

RecentlySinhain [19] hasinvestigatedheideaof appli-
cationsthatareawareof their power requirementsindhelp
the operatingsystemin taking decisionsaboutresourceso
be allocated clock frequeng andsupplyvoltage. The en-
ergy modelby which the actualvaluesof voltageandfre-
gueng arederived, however, assumes linearrelationship
betweenclock frequeny of the processorcoreand execu-
tion time of a certaintask. This modelis not suitablein
the context of realtime processingandin generaldoesnot
take into accounteal-life systemsottleneckdike memory
lateng. In [6], the authorstake a dual approach:herethe
algorithm adaptsits requirementgo resourceavailability.
The experimentalresultsshonv how characteristic®f data
to be processedffect power consumptiorand hencehow
an adaptve approachcanbe effective in reducingdissipa-
tion.

As for operating-systerfevel power optimization, sev-
eraltechniquefiave beendevelopedto dynamicallycontrol
the power of a system. Theseapproachesanbe grouped
in two cateyories:basedn shutdavn andvariable-wltage.
Shutdavn consistsin selectvely turning on and off com-
ponentswhenare or are not to be utilized, while variable
voltagetechniquesare basedon dynamicregulationof the
supply voltagedependingon the level of performancere-
quired. Naturally, additionalhardwareis neededo support
this capability (like DC-DC corverters). Reducingsupply
voltageincreasesgircuit delaysothatthe clock speednust
beaccordinglyreduced4], thusvoltageandspeednustbe
regulatedtogetherandareductionof leadsto acubicreduc-
tion of power andquadraticreductionof enegy consump-
tion.

The variable-wltage context then, posesthe problem
of scheduling,and from this point of view we candistin-
guishbetweerbesteffort schedulingandreal-timeschedul-
ing. In the former, the CPU voltageis loweredif a de-
creaseof the future amountof computationis predicted.
Thetargetis the averagereductionof power, thereforethis
methoddoesnot guaranteeshat all tasksmeettheir dead-
lines[21][7]. In latter case the knowledgeof the deadline
of eachtaskis exploited to setvoltage and speedso that
they just meettheir time constraints(just in time compu-
tation) [8][10] [12][15][17]. Someof thesealgorithmsas-
sumestatic scheduling [7][12][13], thatis, the workload
for eachtaskis characterizedt designtime, while others
aredynamic[8][10][15][17].

Restrictionontheeffectivenes®f variablevoltagearise
becausf the regulationrangeis discrete.Moreover, reg-
ulation freedommustdealswith technologytrendtowards

lower voltages. In addition, variable-wltagerequiresspe-
cial hardware, while systemshutdavn doesnot. In its
simplestflavor this methodconsistsin a binary decision:
whetheror not turn off the power supply of the processar
This canbe exploitedto save powerwhenit is not perform-
ing usefulwork. Thetransitionbetweennactive andfunc-
tional staterequiregime andpower, thereforat is noteffec-
tivein mostcasedo turnoff processoassoonasit becomes
idle. For this reason predictive shutdavn techniqueshave
beenproposedasedon the assumptiorthat someknowl-
edgef futureinput eventsis available[3]. In [17] Paleol-
ogoetal., utilize afinite-statestochastianodelfor a power
managedystem.Shutdavn decisionsarestatisticallymade
onthebasisof the pastactivity of the system.Otherpredic-
tive techniquesrepresentedh [11][20].

Theassumptiomatthebasisof thevariablevoltagepower
managemertechniqueexaminedaboveis thatpower con-
sumptionscalesdown with s3, wheres is the voltageand
speedscalingfactor In addition,beingthe executiontime
inverselyproportionalto s, enegy depend®nthe squareof
the supplyvoltageandnoton f, sois not usefulto change
only processoispeedin orderto save enegy, unlesssup-
ply voltageis scaleddown aswell. Onthe contrary recent
results[2][13][14] on real systemshave demonstratedhat
runningat lessthanthe maximumfrequeng canbe advan-
tageous.In the following sectionwe provide a theoretical
explanationfor this fact,which motivatesheadaptve algo-
rithmic power optimizationstratgy presentedaterin the
paper

3 Variable Frequency and Energy Optimiza-
tion

In this sectionwe discusshow enegy reductioncanbe
obtainedby settingclock frequeng, togetherwith shutting
down the processareven in the absenceof an associated
voltageregulation. Thisis in contrastwith the commonas-
sumptionthat speed-settings effective only accompanied
by anadequateoltage-settingolicy. Of coursejf voltage
is scaledwith frequeng, morepower canbe saved, but the
pointhereis thatthisis notaforcedchoice.To demonstrate
our claim, we start by looking at the usualexpressionof
dynamicpower consumption:

P=V3p-Cert - f 1)

(where Vi3, is the supply voltage, Cefs is the average
switchedcapacitanceand f is the CPU clock frequeng).
Total enegy consumptiorcanbeimmediatelyobtainedas:

E=Vdp-Cefr-f-T (2)

whereT is thetotal executiontime. T = Nigt - t, whereNqq
andt arethetotal numberof clock cycle andthecycletime,



respectiely. We havethen:
E=V3p-Ceft-f-Not-t =Cert-V>- N (3)

becausef = 1/t. Fromthe definition of total enegy E =
P-T =Vpp - lavg, andcomparingwith (3), we get:

|avg= \@ - Neat (4)

wherelayg is the averagecurrentabsorptionduring execu-

tion time T. In the caseof streamingmultimediaprocess-
ing, asshowvn in moredetailsin thenext sections] is fixed

(e.g.,thedurationof a songor avideo). Therefore |ayg de-

pendon N, i.e.,ontheworkload.Now, if theworkloadis

lower thanthe maximumone, therearetimesin which the

CPUisidle, soletusnow express\iq: as:

Neot = Nuseul + Nigle (5)

We conseratively assumehatNse 1 (thenumberof cy-
clesspentin executionusefuloperationsjs fixedfor agiven
algorithm,while Nigje (thenumberof cycleswastedwith the
CPUbeingidle) canbeseemasafunctionNge( f,s) where
f is oneof the available processofrequencieshile sis a
binary variableindicatingwhetheror not we apply a shut-
down policy. Nigje is @ non-decreasingunction of f, and
it is lower if sis one (shutdavn applied),thanin the case
s= 0 (shutdavn notapplied).

FurthermoreNig|¢ is given by the sum of two contriku-
tions. The first, hereaftercalled implicit idleness identi-
fiesCPUidlenesdinely dispersecamongusefuloperations
(mainly duringmemorywait cycleson cachemisses).This
termvarieswith f: sincememoryaccesgime is fixed, ad-
justing the frequeng involvesvariationin numberof wait
statesn abuscycle. This happensvhenthe CPUis notthe
speedimiting element. The second hereaftereferredto
asexplicit idlenessis dueto coarselyclustereddle cycles.
Explicit idlenessds quitecommonin practice.Whentheex-
ecutiontime is fixed,asin the caseof real-timeconstrained
algorithms,makinga computatiorfasterinvolvesthe need
of storingthe resultsof computatiorin a buffer waiting for
someeventexternalatthe CPU. During thattime, the CPU
experiencesdlenessthatcanbe eliminatedwithout affect-
ing thealgorithmeffectivenessitherby puttingtheproces-
sorin a low-power statewhile waiting (i.e. adjustingthe
variables) or by increasinghetime spentin usefulopera-
tions(i.e. loweringthe CPUfrequeng). Thereforeexplicit
idlenessdependdothon f ands.

Thus:

lovg= 22 (N + Nate(1,9) ()
with Nigie(f,S) = Nidigimplicit (f) + Nidieexpiicit (f,S).  The
targetof pawer optimizationis to reducéaygactingon Nigje,

underthe constraint:

(Nuseful + Nidle)% =T (7)
Shutdavn and speed-settingursuethe sametargetin two
differentways: shutdavn by stoppingthe CPU clock when
asequencef idle cyclesis to be executedspeed-settingy
decreasingf sothatin (7) Nigje mustdecreasdecauser
andNyserur arefixed. Thelower bound(fop) of f, namely
fopt is fixed by the requirementhatall the usefulwork be
executedn T (just-in-timecomputation).

Thechoicebetweerspeed-settingndshutdavn depends
on the workload characteristicand the systems architec-
ture (bothhardwareandsoftware).Both thesepolicieshave
adwantagesanddrawbacks. In particular speed-settinge-
ducesthe costsof memorylateng in termsof CPU wait
stateswhile shutdavn doesnot. Hence,in executiondomi-
natedby memoryaccesghigh missrate),andwheremem-
ory lateng is higher, thistechniques moreeffective[?]. In
addition,from a systemenegy perspectie, sincethe CPU
clock oftenfeedsotheron-chipcomponentsadditionalsys-
tem power canbe saved by reducinguselessvork on these
aswell (evenif in mostcaseghey implementpower down
andgatedclock strat@ies).

On the other side, since the frequeny cannotbe ad-
justedcontinuously it is hardto completelyeliminate ex-
plicit idlenesswith a speedsettingpolicy. If this “adapta-
tion mismatch”is large, systemshutdavn canbe adwanta-
geous.As discussedater, therearecasesn which amixed
approachgivesbestresults. In somecaseswe canactu-
ally setf higherthan fop in orderto allow the CPUto go
in alow-poweridle stateduringthe mismatchinterval. As
anadditionalconcernwhenevaluatingthetradeof between
frequeng settingand shutdavn, the delay andthe enegy
spentto forcethe processoin idle andsetits speednustbe
considered.

4 Multimedia Systems Architecture

In a processoibasedarchitecture,both hardware and
software organizationsimpact power optimization. We
briefly describeaspecificsystemwhichwasusedasaprac-
tical driverin our study

4.1 HardwareArchitecture

In multimediastreanprocessingdatacomeinto thesys-
temfrom theexternalervironmentby awirelessnetwork or
awiredlink from ahostcomputer In thecaseof interestfor
this work we have anaudiostreamof encodediatacoming
from aseriallink connectedo ahostPC.Themainprocess-
ing unit is a general-purposeicroprocessglintegratedin
aSOCarchitectureThe CPUprocesseablock of dataand



sendgheresultstowardsanexternallogic whenfinished.In
our caseputputdataaredecodechudiosamplesentby an
integratedserialcontrollerto anexternalaudio-chip which
performsD2A corversion. To improve efficiency andpar
allelism, currentSOCscontaininput-outputhardwareunits
that can buffer dataand managestandardcommunication
channels(e.g. serial port, parallel port) in parallel with
the CPU. High-bandwidthinput-outputdevices often use
DMA for enhancegberformanceQurtargetsystemtheHP
SmartBadgés basedn the StrongARM110Ccore[1], that
containsseveralperipherakircuitsthatcanbecontrolledby
DMA channels.

StrongARM1100, the architectureconsideredin this
work, implementssereral power managementapabilities.
For example we canadjustthefrequeng in arangeof dis-
cretevaluesor we canstopthe clock for somecomponents
also at run-time. In mostarchitecturesfrequeny canbe
programmedvia software by writing a control word in a
processorregister In StrongARM1100twelve frequeny
levels are available by programminga PLL. StrongARM
implementswo low-power modes:idle andsleep.During
idle modethe CPUclock stopswhile therestof the system
continuesto operate.Power consumptiorin idle modede-
pendson the numberof peripheralgunning. Sleepmodeit
is not usefulin our context, becausd®MA andserial con-
troller aredisabled.

4.2 Software Architecture

Multimedia streamprocessingalgorithmsmust handle
variableinput and output datarates,hencethey make use
of software buffering when hardwareis not sufiicient. In
our system the serialinput link is drivenby a DMA input
channeltransferringincoming datainto the main memory
buffer. The rate at which this buffer is filled dependson
the bandwidthof the input channelandit is chosenin or-
derto supportthebit-rate,which representthe speedf the
stream$informationtransfer

Oncethe input buffer is full, the CPU startsto process
the input dataand sendsthe resultsto the memoryoutput
buffer. Whenthis buffer is filled, dataarereadyto betrans-
ferredby the DMA towardsthe outputchannel. The des-
tination of this datadepend®on the particularnatureof the
multimediaapplication. In our case,decodedsamplesare
sentattheappropriatessampleratetowardsthe audiooutput
of theSmartBadge.

5 Energy Optimization

Most of the speedsettingtechniqueproposedn thelit-
erature[7][21] [22] arebasedon a predictionof processor
workloadin the nearfuture. Whenthe predictionfails, a
non-optimaldecisionis taken, then a costis incurredin

termsof performanceandpower effectiveness.This “best-
effort” approachis not feasiblewhen targeting streaming
multimedia. In our case,the multimediastreammustbe
processedindertight lateng and throughputconstraints:
no userpercevableinterruptionof the outputstreamis tol-

erated.

To ensurereal-time performance the overheadof fre-
guengy settingandprocessoshutdavn mustbeconsidered.
To explore in more details the tradeofs involved in fre-
gueny andshutdavn control, we sub-divide the execution
time T for processinghe streamin a setof contiguousin-
tenals T, i=1,...,n; T = ¥, Ti. This partitionreflects
the frame-basedtructureof multimediastreamswhereT;
is the frame processingime. InsideeachT;, we notethat
therearetimesin which the CPUis eitherexplicitly or im-
plicitly idle. Usingthe notationof Section3, we canwrite:

n

E = ZVDD'%ff'(Ni,uséul+ (8)
i=
Niidieimpicit (f) + Niidieexplicit (T, 5))

We first considershutdavn overheadn enegy andde-
lay. Assumewe do not changefrequeng, andwe let the
processorun at the maximumfrequeny f = fnax Shut-
ting down the processoreducesN,; jgieexpiicit (T, ) to zero,
at best. Unfortunately shutdavn and wakeup have non-
negligible enegy costE; . Thus,we have:

n
E = ZVSD-ceff-(Ni,usauw 9)
i=
n
Niimpicit ( fmax1)) + ) Ei,sd
2,

Furthermore,it takes a time d to transition the CPU in

and out the low-power idle state. To guaranteeuninter

ruptedstreamingwe needto ensurehatd is alwaysshorter
thanthe time the processois explicitly idle Ti jgie explicit =

Nijdieexplicit - t. Hence,the performanceand enegy con-
straintsfor theapplicability of processoshutdavn are:

d < miin(Ti,a(pIicit) (10)

Esd Eidie,explicit ( fmax) (11)

IA

In generalfor smallN,; jgieexplicit, the effectivenessf shut-
down policy decreasebecausehe costsof this policy in
termsof enegy anddelayarenon-ngligible. This happens
in particularwhenthe workload increaseghigher sample
rateandbit rate).

We now analyzefrequeng-setting, assumingthat no
shutdavn is performed.For the sale of illustration,assume
thatthefrequeng of the processocanbe changedat every
frame,andthatwe canadjustit in acontinuoudashion.We



call fi opt the power-optimalfrequeng for framei:

n
E = ZVSD‘CEH : (Ni,usa‘ul + (12)
i=
Niidie( fi,opt;0)) + Ei vt

where Eys is the enegy cost of operations needed
to adjust the frequeng. Notice that Nijgie(fopt,0) <

Niidie( fmax 0). To guaranteaininterruptedstreamingvhen
applyingfrequeng-settingpolicy, for eachframewe must
ensurethe minimum frequeng, namely fop, So that the
CPU completesthe usefulwork in T;. As in the caseof

shutdavn, we obtainthefollowing performancendenegy
constraints:

Ti

A%

Ti,usa‘ul(fi,opt) VT (13)

n
Evi < Eid|e(fmax70)—ZEi,idm(fi,opuO) (14)
=

AN

Unfortunately in real-life hardware frequengy adjust-
ment involves a large delay due to the need of re-
synchronizationbetweenthe CPU and other running on-
chip logic. Thus,we cannotchangeCPU speedframe by
frame, but we choosea frequengy dependingon the over-
all characteristicef the streamandwe keepit constantor
the entireexecutiontime T. We namethis fqp:. Hencethe
condition(13) becomes:

Ti,useful(fopt) < mlm(Tl) (15)

Sincethe frequeng is not changedaveryi intenval, in our
implementatiorspeed-settings lessenegy expensve than
shutdavn. In addition,applicability of speed-settings less
affectedby the width of idle intervals, becausét increases
usefultime periodsby a percentagef their width. In real
systemshowever, thefine-adjustingcapabilityis limited by
thelimited numberof frequenciesvailable.

Becaus®f nonidealitiesof speed-settingolicy, in some
caserunning at higherthan optimal frequeng in orderto
allow the applicationof shutdavn during the remaining
Ti idieexplicit, Canbe advantageousWe call this mixed pol-
icy. To make this policy feasible,however, the CPU speed
is sethigherthanto the optimalvalue,in orderto compen-
satefor the delayintroducedby enteringand exiting from
idleness.

In our algorithmwe implementspower-optimizationby
controllingthe bit-rateandsampleratein the headerof the
incoming audio stream. In function of thesevalues,we
searchin alook-uptablefor the optimal frequeny andwe
decidewhetheror not applyingshutdavn. Frequeng opti-
mal valuesare calculatedoff-line by meansof several exe-
cutiontracesof differentaudiostreams.

6 Implementation and Measurements

In orderto capturethe power consumptionof the en-
tire systemwe measuredhe currentdriven by the external
powersupplyto the SmartBadgelllThefollowing elements
areneeded{i) aDAQ (DataAcQuisition)board,(ii) al /V
corversionboard, (iii) a PC with Labview. In the current
pathfrom power supplyto SmartBadgella |/V cornversion
boardis inserted. The currentflow througha 1 ohmresis-
tor; the voltagesof thetwo nodesof theresistorareanalog
input for the acquisitionboard. DAQ boardoperationsare
drivenby Labview software.

6.1 Experimental Results

To demonstratéheeffectivenesof ourapproachtheto-
tal enepgy costof decodinga compressedudio stream(a
popsong)hasbeenmeasuredTo testthe adaptve capabil-
ity of our algorithm,the sameaudio streamwith different
level of compressiomndsamplingrateshasbeenprovided.
For eachof theseversions all the threealgorithmic power
optimizationapproacheslescribedn the previous section
have beentested. Before describingthe results,we must
male clearthat sincethe decodingtime is fixed, we deal
with enegy and averagepower consumptiornwith no dis-
tinctions. However, we utilize enegy spentto decodinga
seconaf soundasametricin ournumericaresults.Enegy
reductionis computedasReduction = (Emax— Eopt) /Emax

The experimentalresults are summarizedin Table 1,
while in Figurel we have utilized a threedimensionaplot
to shav overall enegy behavior of the mixed-poligy opti-
mizedalgorithmwith respecto the unoptimizedone. We
referto the mixed-poligy versionbecausen averaget pro-
videsthebestresults.

IntheX —Y planearerepresentethepointscorrespond-
ing to differentversionsof theaudiostreamwhile in Z axis
the enegy consumptiorwhen mixed policy applied. The
resultsshov how ouralgorithmadapto workload,consum-
ing lessenegy when computationalload decrease. This
behavior is in contrastwith the one of the unoptimizedal-
gorithm, which spentmore enegy whenbit rateand sam-
ple rate increase. This behaior is explainedconsidering
thatin idle intervalsthe CPU spenta lot of power polling a
synchronizatiorvariable.Whentheworkloadis higher, the
CPU spendmoretime in decodinginstructions,which are
lesspower-expensve. A comparisonbetweenthe enegy
consumedy thedifferentversionscorrespondingo thedif-
ferentpoliciesimplementedn our algorithmandthe unop-
timized oneis illustratedin Figure 2 for an audio stream
with samplerate of 16KHz. We note the effectivenessof
thepolicies.

The resultsof a comparisoramongthe variouspolicies
arewell explainedby Figure 3, wherearereportedthe val-



uesof enegy reductionfor a16KHz sampledaudiostream.
Eachline in the graphcorrespondso the enegy reduction
of a particularoptimizationpolicy appliedto audiostreams
characterizedy differentlevel of compressiorbut fixed
samplerate.

Thefollowing considerationsanbederived:

e Left pointsin thegraphic,correspondingo abit rateof
16Kbit/secshaw thecaseof aperfectfrequeng match.
Hencevariablefrequeng policy providesthe greatest
reduction.This is becauseasstatedpreviously in this
paperrunningatalowerfrequeng leadsto enegy re-
ductionnot only becausef the eliminationof useless
CPUtime, but alsobecausehereductionof the mem-
ory lateng costs.

e Pointsin the middle presenta casein which a pure
shutdavn policy worksbetterthanvariablefrequeng.
Thisis explicablebecausef theimperfectadaptation
causedy the impossibility of a continuosfrequeng
tuning. This obsenationexplain why a policy thatuti-
lize both speed-settingnd shutdavn often givesbest
results.In this case gvenrunningat higherfrequeng,
we compensatdor the enegy lost in the mismatch.
In effect, the effect of frequeny mismatchis twofold:
first uselesenepgy expensve polling intervalsarenot
completelyeliminated,second,in theseintervals the
CPUrunsatfrequeng higherthanoptimal,furtherin-
creasinghe enegy consumption.

e In right pointswe have a caseof a neargood adap-
tation, hencespeed-settings betterthan shut-davn,
while both loosethe comparisorwith mixed, because
in this particular case,we found a suboptimalfre-
gueng nearto the optimal one but allowing the ap-
plicationof shutdown.

In general,asthe workload increasesthe effectiveness
of all threepoliciesdecreases.This is becauseshutdavn
delayand coarsefrequeng-adjustmentire no more negli-
gible in the caseof tight real time constraints.In addition,
thedifferenceamongthethreepoliciesis lessevident.

Variablefrequeng shav lower power reductionwith re-
specto otherpoliciesathighersamplerate. Thisis because
of theshapeof theenegy absorptionswaveform,plottedin
Figureb, with no optimizationapplied. CPU-waiting inter-
vals are narrav with respectto normalones,therefore,as
statedin section3 and5, little frequeny adjustmentsn-
volve large increaseof the their width. As a consequence,
we are not ableto make a fine regulation of speed-setting
effectsin orderto getajustin time computation.

One last obsenation follows from experimentalresults
in Figure 4 which presentsvariable-wltage extensionre-
sults.We notehow furtherenegy saving canbeobtainedf
hardwareplatformhasthis capability It is alsoimportantto

Var. Freq ShutDown Mixed
16 24 16 24 16 24
16 0.545 | 0.315| 0.516 | 0.386 | 0.543 | 0.407
32 0.482 | 0.313 | 0.499 | 0.369 | 0.518 | 0.376
64 0.478 | 0.268 | 0.473 | 0.336 | 0.494 | 0.335
Average 0.400 0.429 0.445

Table 1. Enegy Reduction: column correspondso different
sampleratein KHz, row to bit ratein Kbit/s

obsenethatvariable-wltagevariable-speegolicy is much
moreeffective thanothers,includedmixed-variablevoltage
policy. In effect, the costsof runningata suboptimalkpeed
andvoltagearelargerthanin theno voltage-settingase.
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Figure 1. Enegy consumptiorof mixed policy optimizedal-
gorithm
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Figure 2. Enegy consumptionof differentsalgorithms ver
sions

7 Conclusions and Future Work

In the context of streamingeal time, multimediasignal
processing standardconsideratiorabout power optimiza-
tion policiesmustberevisited. Fromourwork, we conclude
that an adaptve-algorithmicpower optimizationapproach
is effective to reduceenegy consumptionin the context
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Figure 3. Enegy reductioncomparison
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Figure 4. Enegy reductioncomparisorwith variablevoltage
extension

Figure 5. Enegy waveform for a 24KHz sampled,16Kbit/s
audiostream.

of multimediasystemsand workload. In addition, when
targetingreal systemsa speed-settingpower optimization
policy leadto largeenepgy saving evenin absencef anas-
sociatedvoltageregulation. Speed-settingvercomesther
policies when no frequengy adaptationmismatcharises.
Whena mismatchexists, the solutionis to associatespeed-
settingandshutdavn techniquesFuturework will bein the
analysisof otherarchitecturaland algorithmic parameters
affectingenegy consumptiorin orderto designalgorithms
with more adaptationcapability and improve their power-
performancerade-of.
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