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Abstract

Turbo decodingoffers outstandingerror correct-
ing capabilities,thatwill beusedin wirelessapplica-
tionslike theUniversal MobileTelecomStandard[4]
(UMTS). However, the algorithm is very computa-
tional intensive, andtherefore an implementationon
a general purposeprogrammableDSP resultsin a
power consumptionwhich reducesthe applicabil-
ity of turbo decodingin hand-heldapplications. In
this paperwe presenta solutionbasedon a layered
processingarchitecture. This architecture includes
an application specificVery Long Instruction Word
(VLIW) processor, a data flow processor, and hard-
wired executionunits in a hierarchical way. The
power consumptionof this solution is an order of
magnitudebetterthan the implementationon a cur-
rentstateof theart, powerefficientgeneral purpose
DSP.
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The introduction of ’ turbo codes’ by Berrou
et.al. [1] in 1993 openedup new perspectives in
channelcoding. The outstandingerror correcting
capabilitiesand the increasingimportancein wire-
lesscommunicationcreateda large interestin this
coding scheme. Due to recent developmentsin
turbo decodingand the continuing miniaturisation
of integratedcircuits it becamepossibleto applythe
turbo decodingalgorithmin hand-heldapplications.
UMTS is one of the first standardswhich applies
the turbo decoding algorithm. Turbo decoding
will likely be usedin many other applicationsand
standardslike wireless LANs and storage. This
makes the core an attractive candidatefor reuse,
hence,thecoreshouldbedesignedasareusablecore.

For a 2 Mbit/sec UMTS turbo decoderapproxi-
mately 8 giga RISC like operationsper secondare
required.If it whouldat all bepossibleto implement
sucha computationintensive algorithmon a general
purposeRISC DSP will result in a power con-
sumptionof approximately1.92 W (8 Gops* 240
mW/Gops[3]), which reducesthe operationtime of
hand-heldapplicationstremendously. It is therefore
necessaryto apply a morepower efficient solution.
Sincewe will not rely on circuit optimisationsanda
fully hardwiredsolutionis not flexible enoughfor us
wewill furtherexploit architecturalfreedom.

Many turbo decodingpaperson implementation
published until now [5, 8] focus on algorithmic
simplifications for implementationcost reduction
and their influence on the performanceof the
algorithm. The first ICs, which are available now,
executethe so-calledSISO,which is only a part of
the turbo decoderand is explainedin section2. In
this paperwe will show the integratedsolutionof a
completeturbo decoderimplementationon both the
architecturalandimplementationlevel.

In the next sectionwe will first explain turbode-
codingandthealgorithmicsimplificationswhich are
appliedto reducethe implementationcost. Thenin
section3 the internal architectureof the turbo de-
coderis discussedin which threelayersof process-
ing are distinguished. Thesethreelayers lead to a
layeredprocessingarchitecture.Theimplementation
of this architectureis shown in section4. Thereafter
theresultsandconclusionaregiven.
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Channel coding addressesthe problem that a
message,whichhasto besentfrom thetransmitterto
the receiver, canbe corruptedby noise. Additional
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information is sent to enable correction of the
errorswhich occur in the channel. This redundant
information can be created using a Finite State
Machineencoder:dependingonthecurrentstateand
the input bit, a next stateand1 or moreoutputbits
arecalculated.This typeof codingis alsoknown as
trellis codingandcanbedecodedusingfor example
a Viterbi decoder. Such a decoderestimatesthe
sequenceof statesfollowed by the encoder. This
enableshim to correct some of the errors in the
receivedmessage.

In turbo decodingmultiple codesareused. Each
encoderaddsredundantinformationusingadifferent
bit orderof themessage.This bit shuffling is called
interleaving and improves the bit error rate (BER)
performanceof theturbodecoder. Themessagewith
the original bit order(calledsystematic)andthe re-
dundantinformation from the encoders(calledpar-
ity) is transmitted. The interleaved versionsof the
systematicmessagearederivedin thedecoder, ascan
beseenin Figure1.
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Figure 1. Bloc k schematic of the turbo
decoding algorithm.

The turbo decoderwill start with decodingthe
first code. The information obtainedduring this
first decodingstepis usedasadditionalinformation
during the decodingof the secondcode. The usage
of this additionalinformationwill leadto lesserrors
in this seconddecodingstep. The turbo decoder
will usethe outputof this seconddecodingstepas
additionalinformationfor re-decodingthefirst code.
This can be continuedfor a numberof iterations,
whereaniterationis a sequenceof thetwo decoding
steps. The additionalreductionin BER, which can

beobtainedin eachiteration,reducesandtherefore,
the numberof iterationsis often limited to approx-
imately 10. The iterative behaviour of the turbo
decoderis shown in Figure1.

The informationon which the turbo decoderop-
eratesis theLog-LikelihoodRatio(LLR) of received
information: the logarithmof the probability that a
1 is transmitteddivided by the probability that a 0
is transmitted. This LLR can be derived from the
received signalby meansof a singlemultiplication.
The implication of this LLR is the property that
only RISClikeoperation(additions,maximums,and
subtractions)areneadedto calculatedthealgorithm,
which leadsto a cheaperimplementation.

The decodingof the transmittedcodesis done
using a Soft Input Soft Output decoder. Thereare
several algorithms available for such a decoder.
We choseto implement the Max(0 )-log-MAP [6]
algorithm becausethis algorithm can achieve the
lowestBER,allows a tradeoff betweenBER perfor-
manceand implementationcost, and hasa regular
structure[2]. The algorithm consistsof a forward
recursion(estimationof the statesequenceof the
encoderin forward direction), followed by a back-
ward recursion(estimationof the statesequenceof
theencoderin backwarddirection),andasoftoutput
calculation(LLR calculationusing the forward and
backward estimations).All the forward estimations
have to besaved(for UMTS 56 bit perstateestima-
tion), making the memory for implementationon
the full block length (for UMTS 5114 trellis steps)
large. Therefore,thealgorithmis appliedon smaller
windows: block length B is divided into a number
of windows with lengthW. This techniqueis called
the sliding window. The numberof memoryfields
is now equal to the window length. The forward
recursionfor eachwindow is initialised by the last
forwardrecursionin thepreviouswindow, ascanbe
seenin theFigure2.

For initialising the backward recursion (from
the light coloured dots in downward direction)
either training calculationcan be conductedor the
Next Iteration Initialisation (NII) techniquecan be
applied [2]. In the training calculationoption the
initialisation of the backward recursionis doneby
conducting additional backward recursion calcu-
lations. This leads to a more irregular and more
computationally intensive algorithm. In the NII
techniquethesebackward recursionsare initialised
with informationfrom the previous iteration,which
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Figure 2. Basic sliding windo w schedule

is shown in theFigure2. This leadsto amoreregular
algorithm,at the penaltyof an increasein memory
locations for storing the state at the end of each
window. This lasttechniqueis actualyappliedin our
designandtheblockschematicis shown in Figure3.
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Figure 3. Bloc k schematic of the SISO al-
gorithm

Thealgorithmis implementedby startingwith the
forwardcalculations.During thesecalculations,the
input LLRs andthe output informationaresaved in
the LLR memoryand the Statemetric memoryre-
spectively. Whenthe forward recursionreachesthe
endof thefirst window, it will continuewith thenext
window. At thatpoint thebackwardandsoft output
calculationsstartat thesametime andusethesaved
information.thiscontinuesuntil theendof thetrellis
is reached.To adaptto all possibleblock lengths,the
SISOalgorithmrequiresthefollowing parameters:

1 window length1 numberof windows1 lastwindow length

The block length is equal to the window length
timesthe numberof windows plus the last window
length.
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When examining the turbo decodingalgorithm
thefollowingobservationsaremade:thealgorithmis
highly irregular, hasmany conditionalconstructions
like :’if..then..else..’, andhasto supporta varietyof
options. Most of the executiontime is spendin the
SISOpart,wherethereareanumberof nestedloops.
Therearethreefunctionsdominatingtheinner loop:
forward recursion, backward recursion, and soft
output calculation. Thesefunctionsconsistmainly
of add-compare-selectoperations.

Theseobservationsleadto a hierarchicalprocess-
ing architectureof 3 layersand is depictedin Fig-
ure4.

Control flow layer

data flow layer

Execution layer

Figure 4. the 3 layers of processing

The highestlayer (control flow layer), is a sort
of routerfor datastreamsfrom andto theSISOunit.
In this layer not only the irregularitiesof the algo-
rithm aresolved,but alsotheconsequencesof hard-
waredecision(e.g.1 SISOunit) aredealtwith. It has
to combinesthesequentialcharacterof theinitializa-
tion with the moreparallelapproachfor thestream-
ing thedata.This leadsto thenext list of optionsthat
arehandled:
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1 Issuesrelatedto standardisation,e.g.UMTS

– trellis termination (bringing the FSM
backto theinitial state)

– variableblock lengthadaption1 Optionsin implementation

– manipulatingapriori information using
sourceinformation

– mappingof bothSISOsononeSISOunit

– mappingtheinterleaving/De-interleaving
on oneunit1 Quality of service

– programmablestoppingcriteria

– window lengthcontrol

An applicationspecific instructionset processor
(ASIP) is usedto handlethis amountof complex-
ity/flexibility in apowerefficientway. Thealgorithm
allows for parallelisationof several complex func-
tions(e.g. SISOdecodingandInterleaving), leading
to a VLIW processorarchitecture. After defining
an initial architecture,the VLIW processorcan be
programmed,which providestherequiredflexibility
and allows somefuture extensions. If for example
thedesignneedsto bescaledfor higherthroughput,
more units can be addedto the architecture. This
architecturehas a short implementationtime and
providesanefficient solutionfor thecontrolflow for
differentstandards.

In the second layer of processing(data flow
layer), the very regular, high throughput, SISO
algorithm is positioned. For this type of streaming
basedprocessingwe can usearchitecturesthat are
optimisedfor dataflow, and sucharchitecturesare
alreadyusedin thevideoapplicationdomain.

The calculationunits of the dataflow layer are
in the lowest layer (the execution layer). The for-
ward (andbackward)calculationsarein a recursive
loop. This is due to the algorithm,which specifies
that the next calculationusesthe dataproducedin
thepreviouscalculation,andis visualisedby thefeed
back registers(fb reg) in Figure 3. It doesthere-
fore not give any speedup if thesecalculationsare
pipelined.Sincethesefunctiondeterminethelatency
of the SISOit is importantto calculatethemasfast
aspossible,preferablewithin 1 clock cycle. For the
softoutputcalculationunit pipeliningcanbeapplied.
Thedataintroductioninterval for theseunitsremains
1 cycle.
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a VLIW processorarchitecturetemplate from
A @RT Designeris usedfor implementingthecontrol
layer. Thisarchitectureis shown in Figure5.
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Figure 5. Architecture template for imple-
menting the contr ol flo w layer

Thearchitectureconsistsof a numberof standard
units like ALUs, addresscomputationunits(ACUs),
ROMs, and RAMs. Beside thesestandardunits
applicationspecificunits (ASUs) canbe used. The
controller of this VLIW architectureconsistsof a
micro code memory, an instruction register and a
FSM.

A summaryof theinstantiatedVLIW architecture
is givenin thenext table:

input/outputports 11
ALUs 3
ACUs 2
RAMs 3
ASUs 2
registers 46 fields,679bits
micro-rom 149wordsof 129bits

Table1: Operationsin thecontrolflow layer

Address generation for implementing (de-
)interleaving is conductedby an ASU. Also, a
dedicatedASU is created to execute the SISO
function.TheVLIW processorcontrolstheASUsby
downloadingconfigurationsettings,startcommands,
computecommands,or No Operations(NOPs).

The SISO ASU is implementedusing the tool
PHIDEO [7], which was originally developed for
video processing.PHIDEO usesa C-like language
for specifyingoperationsanddatadependenciesand
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usespragma’s for specifyingconstraints.Thesecon-
straintscanbe:

1 scheduleconstraints1 operationto data-pathassignment1 signalto memoryassignment1 memoryaddressing

Thearchitecturetemplateof PHIDEOis shown in
Figure6.
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Figure 6. Architecture template for imple-
menting the data flo w layer

Sinceit is not possibleto connectthe PHIDEO
processordirectly to theVLIW processor, a wrapper
has to be written. This wrappercontainsthe con-
figuration of the PHIDEO processorand controls
the start, reset,andhold pins. The secondfunction
of the wrapperis to implementthe NII, explained
in section2. Solving this NII in the wrapperis the
easiestandcheapestsolution.

In PHIDEO the forward, the backward, and the
soft output calculationsare written down as loops.
The next stepis to constrainthe operationsin such
a way that the desiredschedule,architecture,and
memorybehaviour is obtained.

The dataflow architectureis largely determined
by the PHIDEO templateandthe constraintsgiven.
The result is the architectureshown as a block
schematicin Figure3. Becauseof the largenumber
of bits thathave to bestoredit is importantthat they
are storedin an efficient way. Figure 7 shows the
bestpossiblememoryschedule:Both the memory
locationsandthememorybandwidthareutilisedfor
100 %. The horizontalbarspoint out the life time
of a variable. The variableswhich have to be saved

during the odd windows have a white colour, the
variablesfor theevenwindowsarecolouredblack.
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Figure 7. memor y schedule

The threefunctional units of PHIDEO are posi-
tionedin thelowestlayer: theforward,thebackward
andthesoft outputcalculations.Figure8 shows the
architectureof theforwardrecursion.

Subtraction

P

PPPP
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Figure 8. Dedicated fix ed architecture for
implementing the execution layer

The requirements for the operations in the
forward, backward, and soft output calculations(1
clock cycle for calculating all operationsand no
pipelining) lead to a dedicated,not programmable
executionunit.
Theseunits canbe written directly in synthesisable
VHDL. The numberof operationswhich have to be
conductedareshown in thenext table.

addition Maximum subtraction
Forward 15 8 7
Backward 15 8 7
Softoutput 25 14 1

Table2: Operationsin theexecutionlayer

As canbeseenin this tablethenumberof execu-
tion operationstotalsto 100.For a2Mb/s10iteration
turbodecoderthis requiresa processingrequirement
of 4 Gigaoperationspersecond.If we encounterthe
overheadof (de-)interleaving, sliding window, and
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harddecisionmakingtheprocessingrequirementsin-
creaseto approximately8 RISClike Gops.
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The turbo decoderis currentlydescribedin syn-
thesisableRTL VHDL. For functionalverificationa
mappingto theXilinx xcv1000eFPGAis done.This
mappingshoweda logic cellsutilisationof 38%and
the memoryusageof 70%. The total designrunsat
15.9MHz.

For implementationin silicon,a 0.18 D�E process
is targeted.Thedesignwill berealizedwith standard
cells. The total areaof thesestandardcells (exclud-
ing thememoriesandtesthardware)sumsup to 0.48EFEHG . The decompositionof this cell areaover the
threeprocessinglayersis shown in Figure9.

Data flow

25%

42%

33%

Control flow
Executions

Figure 9. Area decomposition

To obtainanestimationof thepowerconsumption
we have useda simulatorbasedon the net-list and
power modelsof cellsandwires. Thesesimulations
showed that a power dissipationof approximately
35 mW. This estimation,which resultsin a power
efficiency of 0.005mW/MOPS,is donefor a supply
voltageof 1.8V anda clock frequency of 50 MHz.
Thedecompositionof thepowerdissipationover the
threeprocessinglayersis shown in Figure10.
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In this paperwe presenteda layeredprocessing
architecturefor implementinga turbo decoder. We
showed that our solution hasa power efficiency of
0.005mW/MOPS.Weachievethisresultby applying
a layeredprocessingarchitecture,whereflexibility is
only usedin the highestprocessinglayer, the data

Control flow

29%

43%

28%

Data flow

Executions

Figure 10. Power decomposition

flow layer is configurable,and the execution layer
is completelyfixed. No additionalpower reduction
techiqueslike voltagescalingor low power circuit
techniquesareapplied.
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