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Abstract

In this paper we present a data compression technique
that can be used to speed up the transmission of diagnosis
data from the embedded RAM with built-in self-diagnosis
(BISD) support. The proposed approach compresses the
faulty-cell address and March syndrome to about 28% of
the original size under the March-17N diagnostic test al-
gorithm. The key component of the compressor is a novel
syndrome-accumulation circuit, which can be realized by
a content-addressable memory. Experimental results show
that the area overhead is about 0.9% for a 1Mb SRAM with
164 faults. The proposed compression technique reduces
the time for diagnostic test, as well as the tester storage ca-
pacity requirement.

1. Introduction

In system chips, memories are among the most widely
used cores. Memory cores usually represent a significant
portion of the chip area, and dominate the yield of the chip.
Memory fault diagnosis thus is important so far as yield
improvement is concerned: it is used in memory develop-
ment to find design and/or process errors and inconsistency.
Built-in self-diagnosis (BISD) is considered a feasible ap-
proach for embedded RAMs, but full diagnosis still requires
off-chip analysis by software. Direct access of the RAM
cores however is limited by the small number of test pins, so
the diagnosis data usually has to be exported from the BISD
circuit serially to the external tester, resulting in excessive
time for diagnostic test and increased storage requirement
for the tester. Compression can be used to solve this prob-
lem.

Compression has been used to solve a different but re-
lated problem recently, i.e., bitmap display of failed RAMs.
Bitmap display on the tester has long been a challenging
task, especially for a word-oriented RAM with address and
data scrambling. In [1], a special display processor imple-
mented on a commercial tester was presented. It can de-
scramble and serialize the catch RAM data on the tester, al-
lowing the fail-bit information to be displayed on the screen

in correct order. As the RAM size grows, the transmission
time from the catch RAM to the screen becomes intolerable.
Recently, a lossless data compression algorithm has been
implemented into the bitmap display processor [2]. The
approach was a modified run-length coding algorithm, re-
alized by an ad hoc fail-bit searching (scanning) circuit. It
eliminates the bottleneck in the data flow by reducing the
size of the bitmap image. So far, no related work has been
reported for embedded RAM, wherein hardware overhead
is a major concern.

On the other hand, to reduce the time for download-
ing test data from a workstation to tester, software based
compression approaches have been reported [3, 4]. By per-
forming Burrows-Wheeler transformation on the sequence
of the test vectors and then applying the run-length cod-
ing algorithm, the test data can be compressed with better
compression ratio than that of LZW method [5]. Also, to
decrease the time for testing a system chip, several com-
pression techniques were proposed in [6–8]. Jaset al. [6]
proposed a hybrid approach to compress precomputed test
vectors. A test set consisting ofn test vectors (t1, t2, � � � ,
tn) was transformed ton difference vectors (t1, t1�t2, � � � ,
tn�1�tn). The difference vectors were then compressed by
the run-length coding algorithm. A statistical coding algo-
rithm was proposed, guaranteeing that the compressed test
data can be decoded by a pipeline decoder and the speed is
as fast as the tester can transfer it [7]. In [8], a compression
scheme based on Golomb codes was presented. First, the
difference vectors are generated. Then, the encoding pro-
cedure selects the Golomb code parameter—the group size
(m). The group size is determined by the longest run of 0s
in the difference vectors. Each group consists ofm mem-
bers and alogm-bit sequence (assumem is a power of 2,
and the logarithm has a base of 2) uniquely identifies each
member within the group. All these schemes are suitable
only for data with known statistics.

We present a compression technique in this paper. It
can be used to speed up the transmission of diagnosis data
from the embedded RAM with BISD support to the external
tester. The compression approach is based on a syndrome-
accumulation algorithm to compress the faulty-cell address
and March syndrome to about 28% of the original size us-



ing the March-17N test algorithm. The key component of
the compressor is the syndrome-accumulation circuit that
can be realized by a content-addressable memory (CAM).
The area overhead is about 0.9% for a 1Mb SRAM with
164 faults. The proposed compression technique reduces
the time for diagnostic test, as well as the tester storage ca-
pacity requirement.

2. Background

March tests are widely used to detect functional faults
of RAMs [9]. Typical faults include stuck-at fault (SAF),
transition fault (TF), state coupling fault (CFst), idempotent
coupling fault (CFid), and inversion coupling fault (CFin).
The March tests are usually used for production test since
they have lower complexity. To aid the failure analysis
and repair, however, more complicated diagnostic test al-
gorithms [10–14] are required. They can provide more in-
formation, e.g., in addition to error location, fault type can
be distinguished. A March-17N diagnostic test algorithm
is shown as follows [15]:

fm (w0);* (r0; w1; r1);m (r1);* (r1; w0; r0);m (r0);

+ (r0; w1; r1);m (r1);+ (r1; w0; r0);m (r0)g; (1)

where*, + andm represent ascending, descending, and ar-
bitrary (either ascending or descending) addressing order,
respectively. Also,w0 (1) indicates a 0 (1) value is writ-
ten into a cell, andr0 (1) indicates a Read operation of a
cell with an expected 0 (1) value. By simulation [15,16] or
manual analysis, we can obtain itsfault dictionary[15] as
shown in Table 1. In the table, Ei=0 (1) means that theith
Read operation of the test algorithm has returned a correct
(faulty) value. Also, e.g., CFst(L,0,1) means that when the
value of the aggressor (coupling) cell is 0, with the address
lower than the victim cell (indicated by an L), then the vic-
tim (coupled) cell is forced to 1; (H,",l) means that when
there is a rising transition in the aggressor cell, with the ad-
dress higher than the victim cell (indicated by an H), then
the content of the victim cell will be inverted; and so on.

If a fault is detected by a diagnosis test algorithm with
k Read operations, then theMarch syndromeof the fault
is defined as (E0E1� � �Ek�1). For example, the March syn-
drome for SAF(0) is (011100011100) (see Table 1). In other
words, the March syndrome for a fault is the identification
number of the fault. Note that a fault may have the same
March syndrome under different March tests, and different
faults may have the same March syndrome under the same
March test. However, in Table 1, we see that each fault has
a unique March syndrome, i.e., the March-17N test algo-
rithm can distinguish all the listed faults. TheHamming
syndromeis defined as the modulo-2 sum of the expected
(fault-free) data output vector and the output vector from
the memory under test, for word-oriented RAMs.

A BISD circuit with programmable diagnostic algo-
rithms was proposed in [17]. Once a fault is detected, the
BISD circuit serially exports the diagnosis data, including
the faulty-cell address, March syndrome and/or Hamming

Table 1. The fault dictionary for the March-
17N test algorithm.

E0E1E2E3E4E5E6E7E8E9E10E11

SAF(0) 0 1 1 1 0 0 0 1 1 1 0 0
SAF(1) 1 0 0 0 1 1 1 0 0 0 1 1
CFst(L,0,0) 0 0 0 1 0 0 0 1 1 1 0 0
CFst(H,0,0) 0 1 1 1 0 0 0 0 0 1 0 0
CFst(L,0,1) 1 0 0 0 1 1 1 0 0 0 0 1
CFst(H,0,1) 1 0 0 0 0 1 1 0 0 0 1 1
CFst(L,1,0) 0 1 1 1 0 0 0 0 1 1 0 0
CFst(H,1,0) 0 0 1 1 0 0 0 1 1 1 0 0
CFst(L,1,1) 1 0 0 0 0 0 0 0 0 0 1 1
CFst(H,1,1) 0 0 0 0 1 1 1 0 0 0 0 0
CFid(L,",1) 1 0 0 0 0 0 0 0 0 0 0 0
CFid(L,",0) 0 0 0 0 0 0 0 0 1 1 0 0
CFid(L,#,1) 0 0 0 0 0 0 0 0 0 0 0 1
CFid(L,#,0) 0 0 0 1 0 0 0 0 0 0 0 0
CFid(H,",1) 0 0 0 0 0 0 1 0 0 0 0 0
CFid(H,",0) 0 0 1 1 0 0 0 0 0 0 0 0
CFid(H,#,1) 0 0 0 0 0 1 1 0 0 0 0 0
CFid(H,#,0) 0 0 0 0 0 0 0 0 0 1 0 0
CFin(L,"; l) 1 0 0 0 0 0 0 0 1 1 0 0
CFin(L,#; l) 0 0 0 1 0 0 0 0 0 0 0 1
CFin(H,"; l) 0 0 1 1 0 0 1 0 0 0 0 0
CFin(H,#; l) 0 0 0 0 0 1 1 0 0 1 0 0

syndrome. An error catch and analysis system [15] has also
been developed to analyze the diagnosis data. The analysis
engine converts the diagnosis data into the error bitmaps.
After these bitmaps are processed, the system can provide
the information about the fault location and fault type. The
problem is that for a RAM with many errors, the time for a
diagnostic test can be very long, and the storage capacity re-
quirement for the tester can be very high. In the sequel, we
present a compression approach to cope with the problem.

3. Compression by Syndrome Accumulation

3.1. Syndrome Accumulation Process

The original approach is as follows. Each time a fault is
detected by the March test algorithm, the BISD circuit ex-
ports alogN -bit address (for a bit-oriented RAM withN
memory cells). Adlog ke-bit word that identifies thek-bit
March syndrome is also exported. Apparently, there is re-
dundancy since a fault usually is detected by many Read op-
erations in the test algorithm. In Table 1, e.g., a CFst(L,0,1)
is detected by five different Read operations. That is, the
BISD circuit will export5� (logN + dlog ke) bits of diag-
nosis data for this fault, but onlylogN + k bits are actually
required.

We now show an example to explain the notion ofcom-
pression by syndrome accumulation. Consider the 64-bit
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Figure 1. (a) A 64-bit RAM with four faulty
cells. (b) Diagnosis data words of the faults.

RAM with four faulty cells as shown in Fig. 1(a). As-
sume the March-17N algorithm shown above is used to test
the RAM. Thesyndrome accumulationprocess is as fol-
lows. The fault SAF(1) is the first to be detected by the
test algorithm, and it is detected by the first Read operation
of the algorithm (i.e., E0, which is in the second element
of the March-17N algorithm). The firstdiagnosis data
word (containing the faulty-cell address—row and column
addresses—and theaccumulatedMarch syndrome) thus is
D1=(100010,100000000000). The fault CFin(L,"; l) can
subsequently be detected, also by the first Read opera-
tion, and its address is compared with the faulty-cell ad-
dress of D1. Because the address is different from the
faulty-cell address of D1, the second diagnosis data word
is D2=(101110,100000000000). In turn, the fault SAF(0)
is detected by the second Read operation (i.e., E1, which
is also in the second element of the March-17N algo-
rithm). Its address is compared with the existing faulty-
cell addresses (i.e., those of D1 and D2). Since the ad-
dress of the fault SAF(0) is different from the faulty-cell
addresses of D1 and D2, the third diagnosis data word
D3=(001001,010000000000) is generated. Similarly, the
fault CFst(H,0,0) is detected by the second Read operation
and its address is different from the faulty-cell addresses of
D1, D2, and D3. Therefore, the fourth diagnosis data word
is D4=(010100,010000000000). The third Read operation
(i.e., E2, which is in the third element of the March-17N
algorithm) then detects the fault SAF(0) again. Its address
is compared with the faulty-cell addresses of D1, D2, D3,
and D4. Since the address of the fault SAF(0) is the same as
the faulty-cell address of D3, no new diagnosis data word is
generated, and the third bit of the March syndrome of D3 is
set to 1, i.e., D3=(001001,011000000000). This syndrome
accumulation process continues until the test algorithm is
finished.

After the diagnostic test algorithm is finished, the final
diagnosis data words (in this example, D1, D2, D3, and D4)
are obtained, as shown in Fig. 1(b). The diagnosis data is
compressed to4 � (6 + 12) = 72 bits from the original
19� (6 + 4) = 190 bits (since the four faults are detected

by a total of 19 Read operations).

3.2. Syndrome Accumulation Circuit

The syndrome accumulation process can be realized
by a syndrome accumulation circuit (SAC) as shown in
Fig. 2. The key component of SAC is a CAM with typical
functions—Write operation (WOP), Read operation (ROP),
Mask Write operation (MWO), Mask Compare operation
(MCO), and Erase operation (EOP) [18]. The WOP stores
a word of data into the addressed cells, and sets thevalid bit
of the corresponding word. If the valid bit of a word is set to
invalid by EOP, then the match signal (Mi) of this word will
be always set to mismatch (Mi=0). Also, the addressing
mechanism is different from the conventional address de-
coder. It mainly consists of an up/down shift register. The
signal Hit is logically equivalent to M0+M1+� � �+MK�1,
i.e., bit-wise OR of the match signals of all the columns.
Also, the S and Hit signals determine the operation mode of
the register, as shown in Table 2.
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Figure 2. Syndrome accumulation circuit im-
plementation using a CAM.

Table 2. Shift register operation modes.
S Hit Operation
1 0 shift down
1 1 Hold
0 0 shift up
0 1 shift up

Initially, EOP is performed for all words and the state of
the CAM cell array is all 0. All match signals are low, and
Hit=0. The shift register enters the reset state(100 � � �0) (as
shown in Fig. 2), which can be done by asserting the reset
signal (Rst).



If S=1, then SAC performs the syndrome accumulation
process as described above. The address of the first detected
fault is stored in the first word (W0) of the CAM by MWO
since (W0W1� � �WK�1)=(100� � �0). This is done by con-
trolling the word lines using the corresponding outputs from
the shift register. If later theith Read operation (Ei) detects
this fault, then a 1 is written into theith bit of the March syn-
drome of this word by MWO. Once a fault is detected subse-
quently, its address is compared with the stored faulty-cell
addresses by MCO. If Hit=1 (i.e., M0=1), then the March
syndrome of W0 is updated by MWO. This can be done
easily using the auto-addressing mechanism of SAC—since
M0=1, W0=1. If Hit=0, then the register is shifted down by
one bit, and the state of the shift register is (010� � �0). The
faulty-cell address is thus stored in the second word (W1).
Also, theith bit of the corresponding March syndrome is
set to 1. We can continue this process until the diagnostic
test algorithm is finished. At that time, the CAM stores the
complete faulty-cell addresses and diagnosis data.

To export the diagnosis data words, we let S=0, then the
shift register performs the shift-up operation. We thus can
read the diagnosis data from the CAM word by word. Con-
sequently, onlylogN + k bits of diagnosis data need to be
exported for each faulty cell.

3.3. Compression Ratio and Hardware Overhead

We define the compression ratio as

R =
number of compressed bits

number of original bits
: (2)

We assume that around 60% of the defects behave as stuck-
at faults [19], and the remaining 40% of the faults are cou-
pling faults. LetUs andUc denote the average numbers of
Read operations that detect the stuck-at faults and coupling
faults, respectively. From Table 1, e.g., the stuck-at faults
(including SAF(0) and SAF(1)) are detected by 12 Read op-
erations, soUs = 12=2 = 6. The 20 coupling faults are
detected by 56 Read operations, soUc = 56=20 = 2:8.
Therefore, the compression ratio can be estimated as

R =
logN + k

(logN + dlog ke)� (Us � 0:6 + Uc � 0:4)
: (3)

We have performed experiments using random defects. Ta-
ble 3 shows theR’s for different RAMs under various diag-
nostic test algorithms that have been reported. The number
of Read operations in the March Cd algorithm [13], Mod-
ified March C algorithm [12], March-26N algorithm [10],
March-12N algorithm [11], and March-17N algorithm [15]
are 8, 16, 12, 6, and 12, respectively. The results show that
theR’s are slightly affected by the size of RAMs. However,
they are much more related to the number of Read opera-
tions of the diagnostic test algorithm.

To estimate the area overhead of SAC, we use the
register-bit equivalent (rbe) model that is technology inde-
pendent [20]. The areas of a static cell, dynamic cell, and

Table 3. Compression ratios of different diag-
nostic test algorithms.

RAM size 256K 512K 1M
March Cd 36.84% 36.52% 36.23%
Modified March C 26.19% 25.79% 25.42%
March-26N 30.30% 29.95% 29.62%
March-12N 45.71% 45.45% 45.21%
March-17N 28.89% 28.55% 28.24%

CAM cell are 0.6 rbe, 0.3 rbe, and 1.2 rbe, respectively.
Assume that the RAM size isN , and the number of CAM
words isK (K is the largest number of faults that can be
handled by SAC). Then the area overheads for SRAM and
DRAM can be estimated as

As =
(logN + k)�K � 1:2

N � 0:6
(4)

and

Ad =
(logN + k)�K � 1:2

N � 0:3
; (5)

respectively. Note that the peripheral circuitry of the RAM
and SAC are not estimated, since the cell array of the RAM
and CAM dominates the area for large memories. Fig-
ure 3 depicts the relation between theA’s andK for 1M-bit
SRAM and DRAM, under the March Cd test. For exam-
ple, As � 0:9% for a 1M SRAM with 164 faults. This
covers most of the defective SRAMs, since the number of
chips with less than 164 single-bit failures is about 99% as
reported in [2]. Note that a large memory chip usually is di-
vided into many blocks for minimizing the delay and power
consumption. In that case, the SAC can be shared among
blocks to reduce the overhead. Also, DRAM is much denser
than SRAM, so for the same memory size,Ad > As.

0

0.5

1

1.5

2

20 40 60 80 100 120 140 160 180 200

H
O

K

SRAM
DRAM

Figure 3. Relation between area overhead and
K for 1M-bit SRAM and DRAM.



4. Conclusions

A data compression technique that can be used to speed
up the transmission of diagnosis data from the embedded
RAM with built-in self-diagnosis (BISD) support has been
proposed. The experimental results show that the compres-
sion ratio of this scheme is dominated by the diagnostic test
algorithm, especially the number of Read operations. The
proposed method compresses the faulty-cell address and
March syndrome to about 28% of the original size under
the March-17N test algorithm. The key component of the
compressor is a content-addressable memory. The hardware
overhead is about 0.9% for a 1Mb SRAM with 164 faults.
The limitation of this scheme is that the area overhead is
high if the number of faults increase. This can be reduced if
multiple RAM blocks share the same compressor.
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