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Themostcompellingreasonfor High-Level Synthesis(HLS)
to be acceptedin the state-of-the-artCAD flow is its abil-
ity to performdesignspaceexploration. Designspaceex-
plorationrequiresefficient schedulingtechniquesthat have
a low complexity andyet producegoodquality schedules.
TheTime-ConstrainedScheduling(TCS) problemminimizes
the numberof functionalunits requiredto schedulea par-
ticular Data Flow Graph(DFG) within a specifiednumber
of time steps. Over the past few yearsa numberof tech-
niques[1,2] have beenproposedto solve the TCS problem.
Heuristic list schedulingalgorithmshave beenwidely used
for their low-complexity andgoodperformance.The com-
plexity of a dynamic-listschedulingalgorithm,suchasthe
Force DirectedScheduling(FDS), is
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is the time constraintand � is the numberof operations.
Static-list scheduling[1, 2] algorithmsare the least com-
plex amongthe known classof schedulingtechniqueswith
a lineartime complexity of

����� ��
� . Typically, static-list
schedulingalgorithms,in orderto maintainlow-complexity,
do not performany look-aheadlike thatof FDS. Thedraw-
backis that,static-listschedulingalgorithmsmaynotgener-
atehigh-qualityschedules.

However, the proposedstatic-list algorithm incorporatesa
novel topological clustering technique which acts as the
look-aheadmechanismwithoutany computationaloverhead.
Prior to scheduling,theentireDFG is topologicallyordered
into levels of clustersasshown in Figure 1. The intuition
behind the techniqueis that, clustersexposethe inherent
parallelismspecificto a DFG structureand exploiting this
parallelismshouldleadto fasterschedules.Theseclusters
actasrubberbandsthat try to keeptheenclosedoperations
as closeas possiblein a schedule. During scheduling,the
clusteringinformationprovides a clear idea of the current
schedulequality with respectto a possiblyoptimal sched-
ule. Basedon thisclusteringtechniquewehave derivedcost
functionsthat guidethe static-listschedulingalgorithmto-
wardsan optimal schedule.The algorithmemploysa sim-
ple operationselectionfunctionandtwo costfunctionsthat
collectively determinethe time stepwherethe operationis
scheduled.This enablestheproposedalgorithmto generate
high quality schedules,whencomparedto anotherrecently
proposedstatic-listschedulingalgorithm.
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Figure 1. Topological Clustering

We introducedthe preliminary idea of conesand clusters
in [3] and used it for resource-constraineddynamic-list
schedulingalgorithms.Thetopologicalclusteringtechnique
proposedherehasan enhancedway of forming conesand
clusters. More importantly, the idea of multiple levels of
clustersactingasrubberbandsandthe associatedcostsfor
operationselectionandassignmentpriority areuniquefea-
turesof theproposedstatic-listTCS algorithm.

Wehavecomparedourwork with arecentstatic-listschedul-
ing algorithm[4] proposedby Kollig et al. that is shown to
outperformotherpopularschedulingtechniques.For anum-
berof benchmarks,we showedthatouralgorithmgenerates
higherquality schedulesascomparedto Kollig’ stechnique.
The resultsalsoconcludethat the our algorithm, although
having alow-complexity, is veryeffectivein moving towards
anoptimal schedule.The tablebelow shows someoptimal
schedulesproducedatdifferenttimeconstraints(TC), for the
exampleshown in Figure1.

Proposed Kollig’s Optimal % Area
TC ������������� ������������� ������������� Saved

3 � 8, 4, 2 � � 8, 4, 2� � 8, 4, 2� 0
4 � 4, 2, 1 � � 5, 2, 1� � 4, 2, 1� 20
5 � 3, 2, 1 � � 4, 2, 1� � 3, 2, 1� 24
6 � 2, 1, 1 � � 3, 2, 1� � 2, 1, 1� 34
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