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Themostcompellingreasorfor High-Level SynthesigHLS)
to be acceptedn the state-of-the-artabp flow is its abil-
ity to performdesignspaceexploration. Designspaceex-
plorationrequiresefficient schedulingtechniqueghat have
alow compleity andyet producegood quality schedules.
TheTime-Constraine&chedulindTcs) problemminimizes
the numberof functional units requiredto schedulea par
ticular Data Flow Graph (DFG) within a specifiednumber
of time steps. Over the pastfew yearsa numberof tech-
nigques[1, 2] have beenproposedo solve the TCs problem.
Heuristiclist schedulingalgorithmshave beenwidely used
for their low-compleity andgood performance.The com-
plexity of a dynamic-listschedulingalgorithm,suchasthe
Force DirectedSdeduling(Fps), is ©(T * N?), whereT
is the time constraintand N is the numberof operations.
Static-list scheduling[1, 2] algorithmsare the leastcom-
plex amongthe known classof schedulingtechniqueswith
alineartime compleity of ©(T x N). Typically, static-list
schedulingalgorithms,in orderto maintainlow-compleity,
do not performary look-aheadike thatof FDs. The draw-
backis that, static-listschedulingalgorithmsmaynotgener
atehigh-qualityschedules.

However, the proposedstatic-list algorithm incorporatesa
novel topological clustering technique which acts as the
look-aheadnechanisnwithoutany computationabverhead.
Prior to schedulingthe entire DFG is topologicallyordered
into levels of clustersasshawvn in Figure 1. The intuition
behind the techniqueis that, clustersexposethe inherent
parallelismspecificto a DFG structureand exploiting this
parallelismshouldleadto fasterschedules.Theseclusters
actasrubberbandsthattry to keepthe enclosedpelations
as closeas possiblein a schedule During schedulingthe
clusteringinformation provides a clear idea of the current
schedulequality with respectto a possiblyoptimal sched-
ule. Basedon this clusteringtechniquewe have derivedcost
functionsthat guidethe static-list schedulingalgorithmto-
wardsan optimal schedule.The algorithm employsa sim-
ple operationselectionfunction andtwo costfunctionsthat
collectively determinethe time stepwherethe operationis
scheduledThis enableghe proposedalgorithmto generate
high quality scheduleswhen comparedo anothemrecently
proposedstatic-listschedulingalgorithm.

*Thiswork is partof the SPARCS[5] researchsupportedn partby the
USAF, Wright Labs,WPAFB, undercontractnumber~33615-97-C-1043.
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We introducedthe preliminary idea of conesand clusters
in [3] and usedit for resource-constrainedynamic-list
schedulingalgorithms.Thetopologicalclusteringtechnique
proposedherehasan enhancedvay of forming conesand
clusters. More importantly the idea of multiple levels of
clustersactingasrubberbandsandthe associatedostsfor
operationselectionandassignmenpriority are uniquefea-
turesof the proposedstatic-listTcs algorithm.

We have comparedurwork with arecentstatic-listschedul-
ing algorithm[4] proposedy Kollig etal. thatis shovn to
outperformotherpopularschedulingechniquesFor anum-
berof benchmarkswe shavedthatour algorithmgenerates
higherquality schedulesscomparedo Kollig’ stechnique.
The resultsalso concludethat the our algorithm, although
having alow-compleity, is very effectivein moving towards
an optimal schedule.The table belov shovs someoptimal
scheduleproducedatdifferenttime constraint{ TC), for the
exampleshovnin Figurel.

Proposed Kollig's Optimal % Area
TC | {*, +, =} | {x, +, =} | {*, +, =} Saved
3 {8,4,2} {8,4,2} {8,4,2} 0
4 {4,2,1} {5,2,1} {4,2,1} 20
5 {3,2,1} {4,2,1} {3,2,1} 24
6 {2,1,1} {3,2,1} {2,1,1} 34
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