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Abstract been done for some communication protocols [16, 18].

N In this paper we consider the time-triggered protocol (TTP
We present an approach to bus access optimization ant;il] pap 99 b ( )

hedulability analvsis for th nthesis of hard real-time di as the communication infrastructure for a distributed real-
schedulabriity analysis Tor the synthesis ot hard rea € UStime system. Processes are scheduled according to a static pri-
tributed embedded systems. The communication model GFity preemptive policy. TTP is well suited for safety critical
based on a time-triggered protocol. We have developed a y P P POTICY- ty

analysis for the communication delays proposing four diﬁer_gistributed real-time embedded systems and represents one of

ent message scheduling policies over a time-triggered commltﬁe emerging stan_dards for sgveral application areas like, for
nication channel. Optimization strategies for the bus acces€*@mple, automotive electronics [19]. 3
scheme are developed, and the four approaches to messageour first contribution is to develop the schedulability anal-

scheduling are compared using extensive experiments. ~ YSiS in the above context, considering four different
) approaches to message scheduling. After this, as a second con-
1. Introduction tribution, we show how the bus access scheme can be opti-

In this paper we concentrate on bus access optimization ardized in order to fit the communication particularities of a
schedulability analysis for the synthesis of embedded hard reagertain application.
time systems which are implemented on distributed architectures In [12] we have addressed the issue of non-preemptive static
consisting of multiple programmable processors and ASICfrocess scheduling and communication synthesis using TTP.
Process scheduling is based on a static priority preemptididowever, considering preemptive priority based scheduling at
approach while the bus communication is statically scheduled.the process level, with time triggered static scheduling at the

Process scheduling for performance estimation and synth€ommunication level can be the right solution under several cir-
sis of embedded systems has been intensively researchedcimstances [9]. A communication protocol like TTP provides
the last years. Preemptive scheduling of independent proé-global time base, and improves fault-tolerance and predicta-
esses with static priorities, running on single processor archpility. At the same time, certain particularities of the applica-
tectures has its roots in [8]. The approach has been latéipn or of the underlying real-time operating system very often
extended to accommodate more general computational modéfgpose a priority based scheduling policy at the process level.
and has been also applied to distributed systems [17, 20]. The paper is divided into 7 sections. The next section
Static non-preemptive scheduling of a set of processes onpgesents the architectures considered for system implementa-
multiprocessor architecture has been discussed in [4, 5]. Setion. The computational model assumed and formulation of
eral approaches consider architectures consisting of a sindglee problem are presented in section 3, and section 4 presents
programmable processor and an ASIC. Under such circunthe schedulability analysis for each of the four approaches
stances deriving a static schedule for the software componeg@nsidered for message scheduling. The optimization strategy
practically means the linearization of the dataflow graph [3].is presented in section 5, and the four approaches are evaluated

Although different scheduling strategies have been adaptdtl section 6. The last section presents our conclusions.
to acc;ommodate distributed_ arc.h.itectures, researchgrs hagg System Architecture
often ignored or very much simplified aspects concerning the
communication infrastructure. One typical solution is to con2.1 Hardware Architecture
sider communication tasks as processes with a given executigile consider architectures consisting of nodes connected by a
time (depending on the amount of information transferredproadcast communication channel. Every nodesists of a
and to schedule them as any other process [4, 20], without corFTP controller, a CPU, a RAM, a ROM and an lierface to
sidering issues like communication protocol, bus arbitrationsensors and actuators. A node can also have an ASIC in order
packaging of messages, and clock synchronization. to accelerate parts of its functionality.

Previous works related to communication synthesis, like [1, Communication between nodes is based onthe TTP[7]. TTP
2,6, 10, 11], are dealing with lower level aspects of hardwarewas designed for distributed real-time applications that require
software communication and are not addressing problems spgredictability and reliability (e.g, drive-by-wire). It integrates
cific to distributed real-time embedded systems, based on pagtl the services necessary for fault-tolerant real-time systems.
ticular communication protocols. The communication channel is a broadcast channel, so a

Currently, more and more real-time systems are used in phyfessage sent by a node is received by all the other nodes. The
ically distributed environments and have to be implemented opus access scheme is time-division multiple-access (TDMA)
distributed architectures in order to meet reliability, functional(Figure 1). Each node;Nan transmit only during a predeter-
and performance constraints. Thus, in order to guarantee theined time interval, the so called TDMA slot $ such a slot,
real-time requirements are fulfilled, schedulability analysis hag node can send several messages packaged in a frame. A



Sy queue into the MBI.

: 0. o s w A=k How the message queue is organized and how the message

: o ® TE')MSAli?ouﬁé : S: :, CSD | ‘fswlv' Szd . % Frla:|mes transfer process selects the particular messages and assembles
- _ yEo R e them into a frame, depends on the particular approach chosen for
Figure 1. Bus Access Scheme message scheduling (see Section 4). The message transfer proc-

sequence of slots corresponding to all the nodes in the archéss is activated at certain a priori known moments, by the tick
tecture is called a TDMA round. A node can have only one sloscheduler in order to perform the message transfer. These activa-
in a TDMA round. Several TDMA rounds can be combinedtion times are stored in a message handling time table (MHTT)
together in a cycle that is repeated periodically. The sequencgailable to the real-time kernel in each node. Both the MEDL
and length of the slots are the same for all the TDMA roundsand the MHTT are generated off-line as result of the schedula-
However, the length and contents of the frames may differ. bility analysis and optimization which will be discussed later.
Every node has a TTP controller that implements the protoThe MEDL imposes the times when the TTP controller of a cer-
col services, and runs independently of the node’s CPlhin node has to move frames from the MBI to the communica-
(Figure 2). Communication with the CPU is performedtion channel. The MHTT contains the times when messages
through a so called message base interface (MBI) which igave to be transferred by the message transfer process from the
usually implemented as a dual ported RAM. Outqueue into the MBI, in order to further be broadcasted by the
The TDMA access scheme is imposed by a so called mesFTP controller. As result of this synchronization, the activation
sage descriptor list (MEDL) that is located in every TTP con-times in the MHTT are directly related to those in the MEDL
troller. The MEDL basically contains: the time when a frameand the first table results directly form the second one.
has to be sent or received, the address of the frame in the MBI |t is easy to observe that we have the most favourable situ-
and the length of the frame. MEDL serves as a schedule tablgtion when, at a certain activation, the message transfer proc-
for the TTP controller which has to know when to send oress finds in th©ut queue all the “expected” messages which
receive a frame to or from the communication channel. then can be packed into the just following frame to be sent by
The TTP controller provides each CPU with atimer interruptthe TTP controller. However, application processes are not
based on a local clock, synchronized with the local clocks ogtatically scheduled and availability of messages inGhg
the other nodes. The clock synchronization is done by compagueue can not be guaranteed at fixed times. Worst case situa-
ing the a priori known time of arrival of a frame with the tions have to be considered, as will be shown in Section 4.
observed arrival time. Thus, TTP provides a global time-base of et us come back to Figure 2. There we assumed a context
known precision, without any overhead on the communicatiorin which the broadcasting of the frame containing message m
2.2 Software Architecture is done in the slot §of Round 2. The TTP controller of node

N, knows from its MEDL that it has to read a frame from slot

\évs hgve d(—:\Slgr:jed a Zoftk\:\./arr]eharchltecltl:_re th'Ch Iuns.ton “-1_% of Round 2 and to transfer it into its MBI. In order to syn-
U1n each node, and which has a real-time kernel as its maj ronize with the TTP controller and to read the frame from

component. Each kernel has a so called tick scheduler that{ﬁe MBI, the tick scheduler on node; Mill activate, based on

activated periodically by the timer interrupts and decides Ohks local MHTT. a so called delivery process, denoted with D
activation of processes, based on their priorities. Several actin-] Figure 2 Tr,1e delivery process takes thé frame from the
ities, like polling of the 1/0 or diagnostics, take also place in :

he ti int t routi MBI, and extracts the messages from it. For the case when a

t eltlmzr interrupt rou g?et' ble hard real-i lication. th message is split into several packets, sent over several TDMA
h order to run a predictable hard real-time appiication, erounds, we consider that a message has arrived at the destina-

overhead of the kernel and the worst case administrative ovef

i i di kets h ived.
head (WCAO) of every system call has to be determined. O%c/m node after all its corresponding packets have arrive

. . . en m has arrived, the delivery process copies it to process
schedulability analysis takes into account thes.e overheads, a gwhich will be activated. Activation times for the delivery
also the overheads due to the message passing.

. R - rocess are fixed in the MHTT just as explained earlier for the
The message passing mechanism is illustrated in Figure 21 J P

essage transfer process.
where we have three processegtdP;. P; and B are mapped g P

de Mthat t its in slot dRi dt d The number of activations of the message transfer and deliv-
to node N tha ransmits in sio c>and Ris mapped to node ery processes depend on the number of frames transferred, and
N; that transmits in slot S Message m is transmitted

bet 4 B that th q hil they are taken into account in our analysis, as well as the delay
etween Eaf‘ P that are on the same node, while messag?mplied by the propagation on the communication bus.
m, is transmitted from Pto P; between the two nodes.

Messages between processes located on the same processor N CPY - N CPU
are passed through shared protected objects. The overhead for l 1 l
their communication is accounted for by the blocking factor, l RTKE
computed according to the priority ceiling protocol [14]. l®j§—| -

Message mhas to be sent from nodeyb node N. Thus, — -2 o
after mp is produced by B it will be placed into an outgoing 'TTP Controllec -

message queue, calléit The access to the queue is guarded So
by a priority-ceiling semaphore. A so called transfer process | [TH 1]

Round 2
(denoted with T in Figure 2) moves the message fromQhe Figure 2. Message Passing Mechanism




3. Problem Formulation message m in the case of a simple TDMA protocol. For
(@+1)Pp+ 1 ,(w(d))
Xe- So

I§m is the number of packets of message mis3he size of the

We model an application as a set of processes. Each processips casew,(q) =
is allocated to a certain processor, has a known worst-case e

cution time G, a period T, a deadline Pand a uniquely . : .
assigned priority. We consider a preemptive execution envﬁIOt (in number of packets) corresponding to m, agdsithe

ronment, which means that higher priority processes can inteﬁterference caused by packets belonging to messages of a

rupt the execution of lower priority processes. A lower priorityW'%:‘?Lggcé%tgr;T?ranAAgg?ggg t?heereag;?yg:?z tsh';n '(I:Zggesf
rocess can block a higher priority process (e.g., itis in its crit- L . ’ .
P gherp yp (e.g TTP is different in several aspects and also differs to a large

ical section), and the blocking time is computed according to d di th i h f hedul
the priority ceiling protocol. Processes exchange message%?gree epending on the policy chosen for message schedul-

and for each message mie know its size §;. A message is . - .
sent once in everypinvocations of the sending process, and Before going into details for each of the message schedul-

has a unique destination process. Each process is allocated?d approaches, we analyze the propagation delay and the

a node of our distributed architecture, and the messages dressage transfer and delivery processes, as they do not depend

transmitted according to the TTP on the particular message scheduling policy chosen. The prop-

We are interested to synthesize the MEDL of the TTP Conggation delay ¥, of a message m sent as part of a slot S, with

trollers (and as a direct consequence, also the MHTTS) so th%le TTP protocol, is equal to the time needed for the slot S to

the process set is schedulable on an as cheap (slow) as poss t?etransferred on the bus. This t'me depends on the slot size
processor set. and on the features of the underlying bus.

N ] The overhead produced by the communication activities
4. Schedulability Analysis must be accounted for not only as part of the access delay for

Under the assumptions presented in the previous sectichmessage, but algo through its influence on the response time
Tindell et al. [17] integrate processor and communication_Of processes running on the same processor. We consider this
schedulability and provide a “holistic” schedulability analysisinfluence during the schedulability analysis of processes on
in the context of distributed real-time systems with communi-£ach processor. We assume that the worst case computation
cation based on a simple TDMA protocol. The basic idea igime of the transfer process (T in Figure 2) is known, and that
that the release jitter of a destination process depends on tHeiS different for each of the four message scheduling
communication delay between sending and receiving a me§PProaches. Based on the respective MHTT, the transfer proc-
sage. The release jitter of a process is the worst case del&yS iS activated for each frame sent. Its worst case period is
between the arrival of the process and its release (when it €rived form the minimum time between successive frames.

WTTDMA , where

placed in the run-queue for the processor). m@munication The response time of the delivery process (D in Figure 2),
delay is the worst case time spent between sending a messdgeiver IS Part of the communication delay. The influence due to
and the message arriving at the destination process. the delivery process must be also included when analyzing the

Thus, for a process d(m) that receives a message m from'§SPonse time of the processes running on the respective proc-
sender process s(m), the release jitter is€SSor. We consider the delivery process during the schedulabil-
Jam) = Te(m+ @m* Tdeliver * Trick » Where gmyis the response ity analysis in the same way as the message transfer process.
time of the process sending the messaggyarst case arrival ~ 1"e response times of the communication and delivery
time) is the worst case time needed for message m to arrive Bfocesses are calculated, as for all other processes, using the
the communication controller of the destination noggyk, a'Pitrary deadline analysis from [17]. - .
is the response time of the delivery process (see section 2.2), The four approaches we have considered for scheduling of
and Ty is the jitter due to the operation of the tick schedulerMeSsages using TTP differ in the way the messages are allocat-
The communication delay for a message m ised to the communication channel _(elther sta.tlcally or dynami-
Cpp = 8+ T yejiver- @nitselfis the sum of the access delay angcally) gnq whether they are .Sp|lt or not into packets for
the propagation delay. The access delay is the time a messafsmission. The next subsections present an analydiseee
queued at the sending processor spends waiting for the use@Proaches as well as the degrees of liberty a designer has, in
the communication channel. Ig,ave also account for the exe- €ach of the cases, when synthesizing the MEDL.

cution time of the message transfer process (see section 2.2).1 Static Single Message Allocation (SM)

The propagano_n d_elay Is the time taken fof the message Phe first approach to scheduling of messages using TTP is to
reach the d_estmauon processor once physically sent by ths?atically (off-line) schedule each of the messages into a slot of
corresponding TTP. controller. ) the TDMA cycle, corresponding to the node sending the mes-
The worst case time, message m_takes to arrive at the Co_rgége. We also consider that the slots can hold each at maximum
munlca_non contrqller ofthe d_est|nat|on _node |s_det_erm|ned "Sne single message. This approach is well suited for application
[17] using the arbitrary deadline analysis, and is given by: 5 eaq (like automotive electronics) where the messages are typi-

an = q = 0 12 .. (Win(a) + Xy(@) —qTy) , where the cally short and the ability to easily diagnose the systemis critical.
termw, (q) —qT,, isthe access delay, (q)  isthe propagation As each slot carries only one fixed, predetermined message,
delay, and T is the period of the message. there is no interference among messages. If a message m misses

In [17] an analysis is given for the end-to-end delay of aits slot it has to wait for the following slot assigned to m. The



TMmax Xm many and which messages should be put in a slot. This allows
. m ., .m’. m more flexibility in optimizing the T,y parameter. To illus-
: 5 'g — '7817' 5 'g X trate this, let us consider the same example depicted in Figure
Figure 3. Worst case arrival time for SM 4. With the MM approach, the TDMA configuration can be

access delay for a message m in this approach is the maximiffanged as depicted in Figure 4 c), where the messages m

time between consecutive slots of the same node carrying tt@d m are put together in the same slot in the rounds 1 and 2.

message m. We denote this time by Ty illustrated in Figure 3. Thus, the deadline is met, and the release jitter is further
In this case, the worst case arrival timg af a message m reduced compared to the case presented in Figure 4 b) where

becomes Tm,,+ X, Therefore, the main aspect influencing the deadlines were also met but the processas experienc-

the schedulability analysis for the messages is the way th8g large release jitter.

messages are statically allocated to slots, resulting differen. 3 Dynamic Message Allocation (DM)

values for T, TMmax @s well as X, depend on the slot . .
sizes which in the case of SM are determined by the size of th-léhe previous two approaches have statically allocated one or

: ore messages to their corresponding slots. This third
largest message sent from the corresponding node, plus the ; .
. . approach considers that the messages are dynamically allo-
bits for control and CRC, as imposed by the protocol.
. : . cated to frames, as they are produced.
During the synthesis of the MEDL, the designer has to allo- . -
: . Thus, when a message is produced by a sender process it is
cate the messages to slots in such a way that the process setis ; . N
. . laced in theOut queue ordered according to the priorities of
schedulable. Since the schedulability of the process set can Qe . o
. . € messages. At its activation, the message transfer process
influenced by the synthesis of the MEDL only through the ;
e takes a certain number of messages from the head ddte
Tmpax Parameters, these parameters have to be optimized.
queue and constructs the frame. The number of messages

Let us consider the simple example depu:tgd In Figure 4:51ccepted is decided so that their total size does not exceed the
where we have three processeg,®, and  running each on

. o . 7. length of the data field of the frame. This length is limited by the
different processors. When procesg finishes executing it _ ; . .
size of the slot corresponding to the respective processor. Since
sends message;o process pand message Mo process the messages are sent dynamically, we have to identify them in
In the TDMA configuration presented in Figure 4 a), only the 9 y Y,

. . ) . a certain way so that they are recognized when the frame arrives
slot for the CPU running pis important for our discussion and Y Y 9

the other slots are represented with light gray. With this con‘-’Jlt th? dehy €Iy Process. We consider th‘Tﬂ gach message has sev-
) ) . eral identifier bits appended at the beginning of the message.
figuration, where the messaggq s allocated to the rounds 1

and 4 and the message fa allocated to rounds 2 and 3, proc- A Since we dynamically p.ackage the messages into frames in
. . z , e order they are sorted in the queue, the access delay to the
ess p misses its deadline because of the release jitter due tto

the message in round 2. However, if we have the TDMA communication channel for a message m depends on the
, : . R . number of messages queued ahead of it.
configuration depicted in Figure 4 b), wherg i allocated to

the rounds 2 and 4 andxis allocated to the rounds 1 and 3, The analysis in [17] bqunds the _number of queued aheqd
. . packetsof messages of higher priority than message m, as in
then all the processes meet their deadlines.

_ i _ their case itis considered that a message can be split into pack-
4.2 Static Multiple Message Allocation (MM) ets before it is transmitted on the communication channel. We

This second approach is an extension of the first one. In thidse the same analysis, but we have to apply it for the number

approach we allow more than one message to be statical§f messagemstead that of packets. We have to consider that

assigned to a slot, and all the messages transmitted in the safigssages can be of different sizes as opposed to packets which

slot are packaged together in a frame. In this case there is also Avays are of the same size.

interference, so the access delay for a message m is the same agherefore, the totaizeof higher priority messages queued

for the first approach, namely, the maximum time between corghead of a message m in a windovs:

secutive slots of the same node carrying the message fad m (W) = DZ (w+ I'( J)Wsj where $is the size of the
However, this approach offers more freedom during the 0j ip(m) T;

synthesis of the MEDL. We have now to decide also on hownessage mrg is the response time of the process sending

by by - message fnand T is the period of the message m

p; | ':EI:! — | Further, we calculate the worst case time that a message m

P3 |  —— spends in theOut queue. The number of TDMA rounds

a) — - - — needed, in the worst case, for a message m placed in the queue

N 1 2 2 1 RN

b | | | | to be removed from the queue for transmission is

2 b

P3 | T | SntIm | where % is the size of the message m agdsS

b)) | TR T | Ss

b | ™ Mo 1 ™ M the size of the slot transmitting m (we assume, in the case of
I I ;

P2 | S—! |  S—! DM, that for any message x5,<S, ). This means that the

p3| o =] | worst case time a message m spends iQthigueue

© my My my my

. + 1 . .
is given b St lm Troma » Where Jppa is the time
[ Release Jittel Running procclll  Messhge Process activhtion Deadline S

S
Figure 4. Optimizing the MEDL for SM and MM taken for a TDMA round.



To determine the ternw,(q)-qT,, that gives the accesd (w) = DZ (m
0j Ohp(m)

delay (see Section 4)y(q) is determined, using the arbitrary T

deadline analysis, as being: of packets of a messagg.m S
W (Q) = (@+1)S,+ 1 (W(q)) T In the previous approach (DM) the optimization parameter
m

S ma- Since the size of for the synthesis of the MEDL was the size of the slots. Within
S

the messages is given with the application, the parameter thiliS @Pproach we can also decide on the packet size, which
will be optimized during the synthesis of the MEDL is the slot becomes another optimization parameter. Consider the exam-

size. To illustrate how the slot size influences the schedulabiR'® I Figure 5 c) where messages and m have a size of 6
ity, let us consider the example in Figure 5 a), where we havRYtes each. The packet size is considered to be 4 bytes and the

the same setting as for the example in Figure 4 a). The diffe/°t corresponding to the messages has a size of 12 bytes (3
ence is that we consider messagghaving a higher priority Packets) in the TDMA configuration. Since messagehas a

than message snand we schedule dynamically the message?'gher priority than m, it will be dynamically scheduled first

as they are produced. With the TDMA configuration in Figurei” the slot of the first round, and it will need 2 packets. In the

5 a) message fwill be dynamically scheduled first in the slot "€Maining packet, the first 4 bytes oprare scheduled. Thus,

of the first round, while message,mill wait in the Outqueue (e rest of 2 bytes from message frave to wait for the next

until the next round comes, thus causing the process miss round, causing the procesgfp miss its deadline. However, if _
its deadline. However, if we enlarge the slot so that it caVe change the packet size to 3 bytes, and keep the same size
accommodate both messages, messagelaas not have to of 12 bytes for the slot, we now have 4 packets in the slot cor-
wait in the queue and it is transmitted in the same slot as meSponding to the CPU running gFigure 6 d). Message fn
Therefore pwill meet its deadline, as presented in Figure 5 b)Will be dynamically scheduled first, and will take 2 packets
However, in general, increasing the length of slots does not neffom the slot of the first round. This will allow us to seng m

essarily improve the schedulability, as it delays the communil the same round, therefore meeting the deadline,for p
cation of messages generated by other nodes. In this particular example, with one single sender processor
and the particular message and slot sizes as given, the problem

4.4 Dynamic Packets Allocation (DP) seems to be simple. This is, however, not the case in general.

This approach is an extension of the previous one, as we allokor example, the packet size which fits a particular node can

the messages to be split into packets before they are transmittied unsuitable in the context of the messages and slot size cor-

on the communication channel. We consider that each slot hag@sponding to another node. At the same time, reducing the

size that accommodates a frame with the data field being a mypackets size increases the overheads due to the transfer and

tiple of the packet size. This approach is well suited for the applieelivery processes.

cation areas that typically have large message sizes, and fgy T

splitting them into packets we can obtain a higher utilization of ™ Optimization Strategy

the bus and reduce the release jitter. However, since each pack¥4r problem is to analyze the schedulability of a given process

has to be identified as belonging to a message, and messa§é$ and to synthesize the MEDL of the TTP controllers (and

have to be split at the sender and reconstructed at the destinati6@nsequently the MHTTSs) so that the process set is schedula-

the overhead becomes higher than in the previous approacheBle on an as cheap as possible architecture. The MEDL is syn-
For the analysis we use the formula from [17] which isthesized according to the optimization parameters available

based on similar assumptions as those for this approach: for each of the four approaches to message scheduling dis-
(q+1)P,+1(w(q)) cussed before. In order to guide the optimization process, we

WPJ , Where IJDis the number

w(a) = Trpma» Where B, is the

S, need a cost function that captures the “degree of schedulabil-
number of packets of message m,i§the size of the slot (m ity" fOI"a.. certain. MEDL implementation. Our cost function is
number of packets) corresponding to m, and a modified version of thr?t in [15]:

P | b= fy= § max0,R-D;),iff;>0
P2 tl:':l 'f:l:':l cost function = i;
P = | = | f= 3 Ri=Dy.iffy=0
a)l T T | i |l i£
I m; mq my . . . ..

g — | — | where n is the number of processes in the applicatiis tRe
P2 :” | response time of a process and O is the deadline of a proc-
P3 —— | b= | ess p. If the process set is not schedulable, there exists at least
bt i i one R that is greater than the deadling Enerefore the term
gl b= R ?:I | X . f, of the function will be positive. In this case the cost function

2 ' 1 ! ' ! ' ' i | to §. However, if the pr is schedulable, then
By A l A s equal to {. However, tepocessgetssc gduabe.,te
o)l - - all R; are smaller than the corresponding deadlingdrithis
P | M1 Majpacket 1 m@ke‘z M1 Marpacket 1M2/packet 2 case { = 0 and we usesfas the cost function, as it is able to
[ bl — | differentiate between two alternatives, both leading to a sched-
P3 = | ulable process set. For a given set of optimization parameters
d) T — leading to a schedulable process set, a smaltaefans that we

I Release JitteE] Running procelll  Messhge Process activktion Deadline have improved the response times of the processes, so the
Figure 5. Optimizing the MEDL for DM and DP application can be potentially implemented on a cheaper hard-



OptimizeSM min_roundsthat is necessary for a certain application, which

for each node N do /f/ set the slot sizes by node N depends on the number of messages transmitted. For example, if
i=m m m;sen n i .
o 1S ax(size of messages m sent by node N) the processes mapped on noggskind in total 7 messages, then
for each node N;do // find the min. no. of rounds that can hold... we have to decide on at least 7 rounds in order to accommodate
en’é’?ér‘ number of messages sent from N;// ...all the messages all of them (in the SM approach there is at most one message per
min_rounds = max (nm;) slot). Several numbers of roundsunds_noare tried out by the
for_each message m,-// create a minimal complete MEDL algorithm starting fronmin_roundsup tomax_rounds
find roundin [1..min_rounds] that has an empty slot for m; . - . .
place minto its slot in round For a given number of rounds (that determine the size of the
?nd forh . i [mi ; sl d MEDL) the initially empty MEDL has to be populated with
Or eacn rounds_no In |[min_rounas...max_rounas) do H H H P
repeat // insert messages in such a way that the cost is minimized messages in such a way that the cost function is minimized. In
for each process p; that receives a message m; do order to apply the schedulability analysis that is the basis for
en'fj%'r‘ Rjis the smallest so far then m = mp;end if the cost function, @ompleteMEDL has to be provided. A
for each roundin [1..rounds_nc] do complete MEDL contains at least one instance of every mes-
place minto its Corresponding siot in round sage that has to be transmitted between the processes on dif-
if tge tcost_fL(Ijnctio_n isd smallest so far then ferent processors. finimal complet¢MEDL is constructed
est_rouna = roun . .
endif ~ from an empty MEDL by placing one instance of every mes-
grmove m fromits slotin round sagem into its corresponding empty slot ofaund In Figure
place minto its slot in best_round if one was identified 4 a), for example, we have a MEDL composed of four rounds.
orl the cost_functionis not improved We get a minimal complete MEDL, for example, by assigning
end OptimizeSM o m, and m to the slots in rounds 3 and 4, and letting the slots
Figure 6. Greedy Heuristic for SM in rounds 1 and 2 empty. However, such a MEDL might not

ware architecture (with slower processors and/or bus). Theaq to a schedulable system. The ‘degree of schedulability’
release time Rs calculated according to the arbitrary deadline 5, pe improved by inserting instances of messages into the
a}nalysig [17] based on the relgasgjitter of the process (see segmilable places in the MEDL, thus minimizing the Fay
tion 4), its worst-case execution time, the blocking time, ancbarameters. For example, in Figure 4 a) by inserting another
the interference time due to higher priority processes. instance of the message in the first round and min the sec-

For a given application, we are interested to synthesize gnq round leads topmissing its deadline, while in Figure 4
MEDL such that the cost function is minimized. We are alsoo) inserting m into the second round andninto the first

interested to evaluate in different contexts the four approachggng leads to a schedulable system.

to message scheduling, thus offering the designer a decision gy ajgorithm repeatedly adds a new instance of a message to
support for choosing the approach that best fits his applicatiogye cyrrent MEDL in the hope that the cost function will be
_The MEDL synthesis problem belongs to the class of commproved. In order to decide an instance of which message
binatorial problems, therefore we are interested to develognoyid be added to the current MEDL, a simple heuristic is used.
heuristics that are able to find accurate results in a reasonahjg. identify the process which has the most “critical” situation,
time. We have developed optimization algorithms correspondmneaning that the difference between its deadline and response
ing to each of the four approaches to message scheduling. ifie D; - R, is minimal compared with all other processes. The
first set of algorithms is based on simple and fast greedy het,lﬁessage to be added to the MEDL is the messagey,
ristics. A second class of heuristics aims at finding near-optireceived by the procegs. Messagen will be placed into that
mal solutions using the simulated annealing (SA) algorithm. royng (best_roundwhich corresponds to the smallest value of
The greedy heuristic differs for each of the four approacheghe cost function. The algorithm stops if the cost function can not
to message scheduling. The main idea is to improve thge fyrther improved by adding more messages to the MEDL.
degree of schedulability’ of t“he process set by incrementally ¢ OptimizeMM algorithm is similar to OptimizeSM. The
trying to reduce the release jitter of the processes. main difference is that in the MM approach several messages
The only way to reduce the release jitter in the SM and MMcan pe placed into a slot (which also decides its size), while in
approaches is through the optimization of the,Jpparame- the SM approach there can be at most one message per slot.

ters. This is achieved by a proper placement of messages inisg in the case of MM, we have to take additional care that
slots (see Figure 4). o
OptimizeDM

The OptimizeSM algorithm presented in Figure 6, starts by ~for each node N; do
deciding on a sizésize;) for each of the slots. There is noth- min_sizes; = max(size of messages m; sent by node N))
i ; ; ; ; ; ; end for
ing to be gained by enlarging the slot size, since in this for each slot S;// identifies the size that minimizes the cost function
approach a slot can carry at most one message. Thus, the slot  best_sizeg;= min_sizeg;

sizes are set to the minimum size that can accommodate the  for each sot_size in [min_sizeg;..max_size] do
calculate the cost_function

largest message sent by the corresponding node. if the cost_function is best so far then
Then, the algorithm has to decide on the number of rounds, best_sizeg;= slot_sizes;

thus determining the size of the MEDL. Since the size of the en%n%;f

MEDL is physically limited, there is a limit to the number of enfﬁﬁfiz best_sizeg;

rounds (e.g., 2, 4, 8, 16 depending on the particular TTP controller end OptimizedDM
implementation). However, there is a minimum number of rounds Figure 7. Greedy Heuristic for DM



the slots do not exceed the maximum allowed size for a slotof the TTP controller was chosen to be 20 MHz. All experi-
The situation is simpler for the dynamic approachesments were run on a Sun Ultra 10 workstation.
namely DM and DP, since we only have to decide on the slot For each of the 150 generated examples and each of the four
sizes and, in the case of DP, on the packet size. For these twoheduling approaches we have obtained, using our optimiza-
approaches, the placement of messages is dynamic and hastiom strategy, the near-optimal values for the cost function,
influence on the cost function. The OptimizeDM algorithm produced by our SA based algorithm. These values, for a given
(see Figure 7) starts with the first si§t= & of the TDMA  example, might differ from one approach to another, as they
round and tries to find that siz@oest_sizg) which corre-  depend on the optimization parameters and the schedulability
sponds to the smallesbst_functionThis slot size has to be analysis determined for each of the approaches. We were inter-
large enoughg = min_size) to hold the largest message to ested to compare the four approaches to message scheduling
be transmitted in this slot, and within bounds determined byased on the values obtained for the cost function.
the particular TTP controller implementation (e.g., from 2 bits  Thus, Figure 8 a) presents the average percentage devia-
up tomax_size= 32 bytes). Once the size of the first slot hastions of the cost function obtained in each of the four
been determined, the algorithm continues in the same mannapproaches, from the minimal value among them. The DP
with the next slots. approach is generally the most performant, and the reason for
The OptimizeDP algorithm has, in addition, to determine thehis is that dynamic scheduling of messages is able to reduce
proper packet size. This is done by trying all the possible packetlease jitter because no space is waisted in the slots if the
sizes given the particular TTP controller. For example, it campacket size is properly selected. However, by using the MM
start from 2 bits and increment with the “smallest data unit’approach we can obtain almost the same result if the messages
(typically 2 bits) up to 32 bytes. In the case of the OptimizeDPare carefully allocated to slots by our optimization strategy.
algorithm the slot size is a multiple of the packet size, and it isloreover, in the case of bigger sets of processes (e.g., 400)
within certain bounds depending on the TTP controller. MM outperforms DP, as DP suffers form large overhead due to
We have also developed an SA based algorithm for bus accetbee handling of the packets. DM performs worse than DP
optimization corresponding to each of the four message schedildecause it does not split the messages into packets, and this
ing approaches [13]. In order to tune the parameters of the algeesults in a mismatch between the size of the messages dynam-
rithm we have first performed very long and expensive runs oically queued and the slot size, leading to unused slot space
selected large examples, and the best ever solution, for eathat increases the jitter. SM performs the worst as it does not
example, has been considered as the near-optimum. Based permit much room for improvement, leading to large amounts
further experiments we have determined the parameters of tieé unused slot space. Also, DP has produced a MEDL that
SA algorithm, for different sizes of examples, so that the optimiresulted in schedulable process sets for 1.33 times more cases
zation time is reduced as much as possible but the near-optinthlan the MM and DM. MM, in its turn, produced two times
result is still produced. These parameters have then been usediiiore schedulable results than the SM approach.
the large scale experiments presented in the following section. Together with the four approaches to message scheduling, a
. so called ad-hoc approach is presented. The ad-hoc approach
6. Experimental Results performs scheduling of messages without trying to optimize
For evaluation of our approaches we first used sets of proghe access to the communication channel. The ad-hoc solutions
esses generated for experimental purpose. We considerggk based on the MM approach and consider a design with the
architectures consisting of 2, 4, 6, 8 and 10 nodes. 40 procFDMA configuration consisting of a simple, straightforward,
esses were assigned to each node, resulting in sets of 80, 18flocation of messages to slots. The lengths of the slots were
240, 320 and 400 processes. 30 sets were generated for eaefflected to accommodate the largest message sent from the
dimension, thus a total of 150 sets of processes were used f@gspective node. Figure 8 a) shows that the ad-hoc alternative
experimental evaluation. Worst case computation times, perjs constantly outperformed by any of the optimized solutions.
ods, deadlines, and message lengths were assigned randomiys shows that by optimizing the access to the communication
within certain intervals. For the communication channel wechannel, significant improvements can be produced.
considered a transmission speed of 256 kbps. The maximum Next, we have compared the four approaches with respect
length of the data field in a slot was 32 bytes, and the frequenay the number of messages exchanged between different nodes
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