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Abstract

With the ongoingadvancements VLSItechnolagy, the
performanceof an embeddedsystemis determinedto a
large extendbythecommunicatiomf dataandinstructions.
This resultsin new methodsfor on- and off-chip commu-
nication and caching schemes. In this paper we usean
arbitration schemethat exploits the characteristicsof con-
tinuous’media’ streamswhile minimizingthe latencyfor
random(e.g. CPU) memoryaccesseto badkgroundmem-
ory. We alsointroducea novelcaching schemefor a stream-
basedmultiprocessofarchitectus, to limit asmud aspos-
sibletheamountof on-chip buffering requiredto guarantee
the throughputof the continuousstreams. Wth thesetwo
schemeswe canbuild an architecture for mediaprocessing
with optimalflexibility at run-timewhile performanceguar-
anteexanbe determinedat compile-time

1 Introduction

In mary embeddedsystemsthe bandwidthto off-chip
memoryis becomingan importantlimiting factorwith re-
spectto the systemperformance. It becomesespecially
critical whena CPU, peripheralsandother(co-)processors
mustusethe samebackgroundnemoryin a unified mem-
ory architecture(UMA). In media systemsfor instance,
real-timeperformances very important.Signalprocessing
applicationdlik e video decodingand processingequirea
guaranteettandwidth(otherwiseafall-backmechanisnis
necessary)incesuchsystemaormally do not have much
headroonto catchup whenthebandwidthrequirementsare
temporarilynot met. On the otherhand,a CPU requires
low latengy for the bestperformance.Thesetwo require-
mentsmay easily clash,but in this paperit will be shavn
thatby applyingaproperarbitrationandcachemanagement
schemebothobjectivescanbe met. For themediaprocess-
ing applicationdomainon which we focusin this paperwe
wish to have a flexible solutionwhich allows for run-time
reconfiguation of applicationswvhile performanceguaran-
teesneedto beknown atcompile-time.Exploitingthechar
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Figure 1. Basic view of the background mem-
ory arbitration

acteristicsof mediaprocessinglaysa very importantrole

in obtainingthe bestsolution. The signal processingisu-

ally consistof stream-basegrocessingvith FIFO periodic
communicatiorbehaiour. We seethatvideo processinds

usuallydoneon afield or framebasis.Any reconfiguration
of the applicationcan be doneat the startof a new video

field. For the video processingunits we can thus distin-

guishbetweentwo partsof anapplication:the run-time of

a programis whenthe video processinglgorithmis being

performedon a videofield, andthe configuration-timeof a

programis whenary new partsof the programor param-
etersare fetchedat the startof a new videofield. In this

paperwe will explain our usageof the differencebetween
configuration-timexndrun-timeof a programfor our mem-
ory arbitrationscheme.

While the signalprocessinghaovs a periodiccommuni-
cationbehaiour, the CPU andits peripheralon the other
handwill shav randomburst behaiour (Figure1). The
CPUrequiresa low lateng for a betterperformance.We
wish to allow the CPU to accesshackgroundmemoryin
large bursts, as this will give a betteraverageCPU per
formancein a well-balancedsystem: that is, a systemin
which the CPU is not askingtoo much bandwidthtoo of-
ten. The high performanceaequiredfor video processing
cannotjust be obtainedby increasingthe clock frequeny
of the processorelementsas this will also drasticallyin-
creasehe power consumptiorof anIC. Thereasorto con-
sidermulti-processoarchitecturess thatfor suchapplica-
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tions true task-level parallelismis necessaryo obtainthe
requiredhigh performancet a reasonableost. In this pa-
perwe will concentraten the communicatioraspectde-
tween(co-)processorandbackgroundnemoryin thecon-
text of multi-processorarchitecturesfor high-throughput
media(video) applications.In a multi-processoarchitec-
ture with mary (co)processorghe hierarchyof the mem-
ory architecturas veryimportant.Figure2 shavsageneric
multi-processomemoryhierarchyand the differentkinds
of usagefor a multi-modecache.By multi-modewe mean
thatpartof thecachecanbe usedfor FIFO-basedachingof
datafor mediaprocessorsyhile theremaindeiof thecache
canbeusedfor 2ndlevel cachingor even 1stlevel caching
for CPUs,with standardcachingand pre-fetchingmecha-
nisms.However, thelattermodeof cachinglies beyondthe
scopeof this paper In mostrelatedwork, dataflow analysis
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Figure 3. Co-Processor Array (CPA) for video
processing

andcompilationtechniquesareusedto optimizethe mem-
ory management],[4]. We focushoweveronanarchitec-
tural methodfor thememoryhierarchywhich givesusflex-
ibility atlow areacost.In this papemwe describehestream
cachingschemeequiredfor the mediaprocessorskor this
schemewe will introducea methodto lock cachelines for
periodic data streams. Figure 3 shawvs an instanceof a
multi-processomarchitecturecalled the CPA. This CoPro-
cessoArray sharesanexternalbackgroundnemorywith a

CPUandperipheralsFigure3 shovs thatthe coprocessors
useon-chipcommunicatiorvia a switchmatrix which han-
dlesits own arbitration[3]. We will usethis architectureo
illustrateour cachingandmemoryarbitrationscheme.

Theproblemaddresseih this papelis : how to optimize
the amountof on-chipbuffering for handlingdatastreams
to andfrom backgroundnemorywith the following three
sideconditions:

e compile-timeguaranteesf theperformance
o flexibility atrun-timeandconfiguratiortime

e CPUandperipheral$iave accesso backgroundnem-
ory in burstmodefor optimalperformance

We will introduce a backgroundmemory arbitration
schemeand a method for guaranteeingthe bandwidth
demandsfor high-throughputreal-time tasks. The task
schedulingof the CPU resulting in random streamsas
shavn in Figure 1 lies beyond the scopeof this paper but
priority-basedschemeg5] canbe usedfor the arbitration.
Thearbitrationfor off-chip communicatioris addresseth
Section2. In Section3 we will shov thata separateache
for each(co)processowill make the systemtoo large,and
that a centralcachewill be more adwantageous.in a typ-
ical CPU cachethe dataand instructionsof onetask can
occupy the whole cache.In a multi-processoarchitecture
with mary independenstreamsdatafrom differenttasks
canconcurrentlyoccupy a centralcache.Thereforewe re-
quirethe notion of streamcaching[7]. Section4 describes
amethodto overcomehe disadwantage®f cachefragmen-
tationandall methodswill beillustratedin section5 using
the CPA architecture.

2 Background memory arbitration and
response time calculations

In [2] a simpleandefficient memoryarbitrationscheme
is presentedvhich supportscontinuousstreamsalongwith
randomrequests A servicecycle of N clock cyclesis de-
fined, seeFigure4, in which M clock cyclesareresered
for continuous(media)streams. Thesemediastreamsdo
not requirea low lateng, sincetheir demandfor datais
knownwell in advance Pre-fetchingrom memorycanthus
be usedfor datastreamscoming from memory and data
streamgowardsmemorycanbebufferedfor awhile. Given
N eNandM < N, R = N — M clockcyclesareavailable
for randomtraffic suchas generatedy a CPU. The ran-
domtraffic hashighestpriority, thusensuringlow lateng,
providedthatenoughcycleswithin the servicecycle arere-
mainingfor the continuousstreams.If this is not the case,
the continuousstreamswill have priority. Of course,the
valueof M within N mustbelargeenougho guarante¢he
periodicstreamgheir requiredbandwidth.
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Figure 4. Definition of a service cycle

Although the memorymanagemenschemeguarantees
that the continuousstreamscan obtain sufficient memory
bandwidth therearestill two issues.Thefirstissueis that
the arbitrationbetweendifferentperiodicstreamsasto be
solved,andthe secondssueis thatthe worst-caseesponse
time for ary individual periodic streamneedsto be calcu-
lated. Thisworst-caseesponséime directly determineshe
amounbf on-chipbufferingthatis requiredo guarante¢he
throughput.

We have chosenra first-come-first-sers (FCFS)scheme
for thearbitrationof the continuousstreamsThis approach
givesusrelatively simplecalculationsof theworstcasere-
sponsegime andthe buffer requirements For thesecalcu-
lationsthe following definitionsareused.Let P betheset
of periodic, continuousstreamsaccessinghe background
memory Let ¢; be the minimum numberof clock cycles
betweertwo memoryrequestgrom ary streamp; ¢ P and
let ¢ be the maximumnumberof clock cycles neededfor
a burstrequestfrom ary streamto accesghe background
memory If N equalsthe numberof clock cycleswithin a
servicecycle, thenthe maximumnumberof cycles M re-
quiredfor requestdrom the set P within oneservicecycle

is
M= (N/t:)c] (1)
pieP

The worst caseresponsdime of a backgroundnemory
requestanbe calculatedf we considera critical instance
of theproblem. Considerr,, asshovn in Figure5, which
is themomentwithin aservicecycleat N — R cyclesfrom
the startof the servicecycle. If the CPUdid notissueary
requestsn this servicecycle until 7, thenit canobtainac-
cessto backgroundmemoryfor a periodof 2R, if there-
guestscontinuein the next servicecycle. If at 7, all peri-
odic streamsssuearequesatthesameime whenthe CPU
is granteda burstof request®f size2R, it canbe seenthat
we have the critical instanceduring which the background
memoryis not accessibldor continuousrequestsin [6] it
is proventhatfor all p; € P, the worstcaseresponsdime
W of amemoryrequesbf acontinuousstreamequals

W= (cx|P))+ ([(cx|P)/(N-R)]+1)+R (2)

In practicalcasesywe want R to belargeto allow for large
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Figure 5. Critical problem instance to find the
worst case response time

burstsfrom aCPU.In thatcaseaswe canseefrom equation
2, the value of R is dominatingin the calculationof the
worstcaseresponsdime. For a large valueof R, equation
2 simplifiesto Wi,rge R = c*|P| + 2R. Thiscanalsobe
seerintuitively by lookingatFigureb. | P| periodicrequests
attime 7, will leadto aworstcaseresponséime of ¢ x | P|
which mustthen be addedto the 2R cycles occupiedby
randomrequests.This meanghatthe worst caseresponse
time for all continuousstreamsis more or lessthe same
regardlesof thearbitrationschemeetweerthesestreams.
Earlierin this sectionwe decidedto usea first-come-first-
sene schemdor the arbitrationof continuousstreamsWe
cannow saythattakinga simplearbitrationschemédor the
continuousstreamsanbe doneat no extra costin termsof
responséimes.

3 Buffering of continuous streams

Sincewe wishto keepthetotalamountof on-chipmem-
ory assmall aspossible,it is necessaryo usethe buffer-
ing asefficiently aspossible.Oneoptionwould be to give
every streamits own buffer memory in which caseevery
buffer would requireenoughlocationsto handlethe peak
bandwidthdemandsThe peakbandwidthdemandslepend
ontheapplication.This canresultin averylargeamountof
on-chipbuffering asthefollowing calculationswill shaw.

For the video processingarchitecturgrom Figure 3 we
can determinethe numberof buffers andthe size of each
buffer which we would requirefor a solutionwith separate
buffer memories.For the CFA we have the casein which
20 individual streamgequireaccesgo backgroundnem-
ory. For the on-chipcommunicatiordatastreamseachcan
have a peakbandwidthM ., of 128 MB/s. For the back-
groundmemorywe usea standard32-bit SDRAM running
at 96MHz with burstsizeb of 64 bytes(16 words). The
overheadof switching betweenreadingand writing is on
average? clock cycles,soanaverageof ¢ = 16 + 2 = 18
clock cyclesarerequiredfor every memoryaccesof one
burst. Thelengthof a servicecycle N hasbeensetto 1024,



sincefor this order of magnitudea reasonablgart of the
CPU cachecanbe refilled in one burstandthe amountof
on-chipbuffering s still acceptableln [6] it is proventhat
thesituationwhereR = 1/2N is thecornercaseresulting
in thelargestbuffer requirements.

For this example each streamhas its worst casere-
sponsetime W = 18 « 20 + ([18 * 20/512] + 1) %
512 = 1384 clock cycles, in which for a streamwith
a peak bandwidth of 128MB/s, 1845 bytes can arrive.
We do know that the total bandwidthof the background
memoryis 4 bytex96MHz=384MB/swhich doesnot al-
low for all streamdo usethe peakbandwidthat the same
time. However, sinceall individual streamscan usethis
peakbandwidthat differentapplications,we have to give
all streamghe maximumrequiredbuffering for thesecir-
cumstances.This meansthat for buffering the individual
streams,20*1845 bytes = 37kB of buffering will be re-
quired.

We wish to ensurethat we canwork with the average
amountof buffering perstreanratherthanwith therequired
peakamountfor eachindividual stream.Thereforewe use
onelargecachefor all continuousstreamso andfrom back-
groundmemory

Basedon the worst caseresponsdime, the amountof
buffering B for all streamscan be calculated. It canbe
shavn thatthe amountof buffering requiredfor all strictly
periodicstreamss asfollows:

B:|P|*(b+W*b/t(we) (3)

wheret,,. is the averageovert; andwhereW asgivenin
equation? is proportionalto N. This formulashovsthata
trade-of canbe madebetweerthe sizeof the servicecycle
N andthe amountof on-chip buffering. A large value of

N allows for a betteraveragelateng for randomrequests.

This is obtainedat the costof additionalon-chipmemory
for the continuousstreamsand possiblya larger deviation
of the lateny for the randomrequestsn caseof overload
or saturation.The latter canbe understoodrom Figure5.
When N is increased M mustincreaseproportionallyto
allow the periodic streamgheir requiredbandwidth. For
anoverloadedsystentherearemorerandomrequestghan
thosethatcanbehandledn aperiodof R cycles. This will
resultin a longerperiodin which no randomrequestsare
allowed accesdo backgroundmemory Thereforewe see
thatfor this casea large periodof N andthereforea large
periodof M cycleswill resultin alarge lateng for those
randomrequestghat remainpendingwhen R cycleshave
alreadybeenconsumeadvithin a servicecycle.

For our examplewith 20 streamswe can calculatethe
requiredamountof buffering againif wetake R = 1/2N
asthe worstcasesituation. W = 1384 clock cyclesand
twwe Canbe calculatedf we considerthat 20 streamsshare
N — R = 1/2N for their requestsandeachrequestakes

¢ = 18 cycles, S0ty = 1/40% N %18 = 460.8 clock
cycles.ThismeanghatB,,. = 64+ 1384x64/460.8 =
256 bytes. For 20 streamswe thereforeneed5kB in one
memoryratherthan37kB in 20 individual memories.

4 Cachefragmentation

In theprevioussectionit wasshavn thatusingonecache
memoryinsteadof separatebuffer memoriesis more ad-
vantageous.To guaranteehe real-timeconstraintsor all
datastreamsgachstreammustbe ableto claim the neces-
saryamountof buffering at ary time. To allow all streams
to usethe samecachememoryandclaim a certainamount
of buffering, buffer locationsmustbe allocatedwithin the
memoryfor the separatestreams Eachindividual continu-
ousstreamis assigneda numberof cachelines. To deter
minetherequirednumberof lineswe useequatiors for one
singlestream:B; = b+ W x b/t; wheret; is the mini-
mum inter-arrival time of requestahich is determinedoy
thereal-timecharacteristicef the stream. Theseassigned
cachdinescanonly beoccupiedby datafor thatparticular
streamsothey arelockedif the cacheis to be usedfor reg-
ular cachingmechanismaswell. Thislocking of thecache
lineswill guaranteghatthe continuousstreamswill obtain
the desiredbuffering. Sincecontinuousstreamswill start
andstopindependenfrom theotherstreamsthelocking of
cachdinesfor a particularstreamwill alsobeindependent
of thelockingfor others. Becausell streamsareindepen-
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Figure 6. Linked list: initial state

dentandbecausduffersin the cachememoryaredynam-
ically allocatedand de-allocatedthe cachememorywill
suffer from fragmentationThe run-timereconfiguratiorof
eachindependenstreamdoesnot leave a singularmoment
whenno streamis active. This meanghatthereis no singu-
lar momentwhenthe cacheis notin use,thereforegarbage
collectionor de-fragmentatiowill bedifficult. To avoid the
disadantageof cachefragmentatioranorderedist of non-
assigneatachdinescanbemaintainedTheinitial situation
is shawvn in Figure6, wherethe HEAD of thelist pointsto
line #0. If anumberof cachdineshasto be assignedo a
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lines assigned for

certainstreamthesdinesaretakenfrom thelist, startingat
the headof it. Subsequentlthe new headof the list will
now point to the new first cacheline that is not assigned
(Figure7), anda new list of cachelinesfor this particular
streamhasbeencreated. If assignedines becomeunas-
signedthey canbeeitherappendedFigure8) or prepended
tothelist. Theadwantageof thismethods thatwe canavoid
difficult garbagecollectionschemes.The disadwantageis
that only FIFO-basedstreamsare easily supportedn this
modeof the cachewith respecto (re)placemenstrategies.
However, sincewe explainedin Sectionl that for media
processind=IFO-basedehaiour is dominating,this spe-
cial streammodeof our caches not a disadwantagdor the
architecture.

5 Application: coprocessor array

We have applied both the arbitration schemeand the
cachemanagemengéchemen the CFA shawvn in Figure 3.
As mentionedn Sectionl the CPA sharesinexternalback-
groundmemorywith a CPU andperipherals.The off-chip
communicatiorbetweenthe SDRAM andthe memoryar
biter usesarbitrationat 3 levels,asshovn in Figure9.

Level 1 handleghearbitrationbetweerrandomrequests
and periodic requests. This arbitration usesthe scheme
givenin Section2. Level 2a decidesbetweendehugger
requestsand other randomrequestsnormally giving pri-
ority to delugging. Level 3a splits the remainingrandom
requestsinto two types: requestsfrom the CPU and re-
guestdrom the graphicsaccelerato(GFX). Thevalueof a
variable,GFX priority, canbe usedto ensurethatthe GFX
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line#4 =" TAIL
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Figure 8. Linked list: released lines appended
to list

unit canclaim somerequestdrom the CPUwhich in gen-
eral will have higher priority. Level 2b usesthe scheme
from Section2 again,to handlethe streamrequestsvhich
alwaysoccurat run-time,andthe (periodic) control or in-
structionfetcheswhich requirea low lateng. The latter
type of requestsare againsubdvided at level 3b, wherea
differenceis madebetweencontrol requestsvhich occur
at configuration-timeandrun time parameteor instruction
requestsoriginating from specific video processingunits
requiring extra information at run-time. The arbitration

to SDRAM

Level 1 arbitration
random periodic

R =NiM, 1\ 1\ My

Level 2a arbitration Level 2b arbitration

M, R,=NyM ,

Level 3a arbitration Level 3b arbitration

11T ]

debugger CPU GFX  periodic configuration-
+ peripherals time control

run-

streams time control

(run-time)

Figure 9. Arbitration at 3 levels for the CPA

schemadn Figure9 is valid for our applicationdomainbe-
causeit givesall randomrequestsa low latengy, provided
they donotoverloadthememory Theschemaelsogivesall

periodicrequestaguaranteetandwidthwhile atthesame
timeit givesperiodicrequestsat configuration-timesuchas
programmingparameteralowerlateng if required.Figure
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10shawvsthe CPA instantiationof the streamcacheandthe
cachecontrol from Figure 3. To ensurethatall video pro-
cessorgetsufficientbandwidthfor transportingdatato and
from backgroundnemory 5 parallelbusesare connected
to our cache.Smallserial-to-paralletorversionbuffersare
usedat the input, to corvert from 16-bit wordsto 128-bit
words. The reverseis doneat the outputwith parallel-to-
serialconversionbuffers. Themaximumnumberof streams
which canusethe cacheis 20. The Linked List block per
forms the function explainedin Section4 andthe FCFS
block is responsiblefor the First-Come-First-See arbi-
tration betweenall periodic streams. The CPA hasbeen
processedn a 0.35 i technology The cachememoryis
3 mm?, with anadditional3 mm? requiredfor addresgen-
erationandmulti-streamaccessingThelinkedlist requires
0.8 mm? and the FCFS unit which collects the requests
from all 20 streamds 1.3mm?. Figure11 shavs the com-
pleteCPA layout. The areawithin thewhite box comprises
the cacheandits addresgenerationthelinkedlist andthe
backgroundnemoryarbitration.

Address 3
Generation

Linked
; List

Figure 11. Layout of the CPA IC, comprising
the arbitration scheme and caching

6 Conclusions

In this paperwe have presenteda memory arbitra-
tion schemeanda cachemanagemenschemewhich have
both beeneffectively usedin a video processingarchitec-
ture. The memoryarbitrationschemecanbe usedfor sys-
temswhereboth continuoushigh-throughputand random
low-lateny requestsare present. The cachemanagement
schemas very effective for stream-basebuffering of data.
By usingone cachememoryfor several independentata
streamsa cost-efective solution hasbeenobtained. The
schemallows for flexibility in thereconfiguratiorof appli-
cationswhile atthesameime we canguarante@tcompile-
time that all run-time constraintswill be met. This guar
anteeis obtainedby using the calculatedworst casere-
sponsdime to determinethe requiredamountof buffering
andby locking the correspondingachelines for continu-
ous streams. This meansthat noneof the video process-
ing unitsrequirea fall-backmechanisnfor casesn which
the real-timeconstraintsare not met. Both schemeffer
a goodscalabilityfor increasinghe numberof processors.
Thememoryarbitrationschemeandthecachemanagement
scheméhave bothbeenusedin a CoProcessofrray IC for
video processing.This IC hasbeenprocessedn a 0.35u
technologyin which the total areafor caching,cachecon-
trol andmemoryarbitrationis 8.1 mmg2.
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