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Abstract

With theongoingadvancementsin VLSItechnology, the
performanceof an embeddedsystemis determinedto a
largeextendbythecommunicationof dataandinstructions.
This resultsin new methodsfor on- and off-chip commu-
nication and caching schemes. In this paper, we usean
arbitration schemethat exploits thecharacteristicsof con-
tinuous’media’ streamswhile minimizingthe latencyfor
random(e.g. CPU) memoryaccessesto backgroundmem-
ory. Wealsointroducea novelcachingschemefor a stream-
basedmultiprocessorarchitecture, to limit asmuch aspos-
sibletheamountof on-chip bufferingrequiredto guarantee
the throughputof the continuousstreams. With thesetwo
schemeswecanbuild an architecture for mediaprocessing
with optimalflexibility at run-timewhileperformanceguar-
anteescanbedeterminedat compile-time.

1 Introduction

In many embeddedsystems,the bandwidthto off-chip
memoryis becomingan importantlimiting factorwith re-
spectto the systemperformance. It becomesespecially
critical whena CPU,peripheralsandother(co-)processors
mustusethesamebackgroundmemoryin a unifiedmem-
ory architecture(UMA). In media systemsfor instance,
real-timeperformanceis very important.Signalprocessing
applicationslike video decodingandprocessingrequirea
guaranteedbandwidth,(otherwiseafall-backmechanismis
necessary),sincesuchsystemsnormallydo not have much
headroomto catchupwhenthebandwidthrequirementsare
temporarilynot met. On the otherhand,a CPU requires
low latency for the bestperformance.Thesetwo require-
mentsmay easilyclash,but in this paperit will be shown
thatby applyingaproperarbitrationandcachemanagement
scheme,bothobjectivescanbemet.For themediaprocess-
ing applicationdomainonwhichwefocusin thispaper, we
wish to have a flexible solutionwhich allows for run-time
reconfigurationof applicationswhile performanceguaran-
teesneedto beknownatcompile-time.Exploitingthechar-
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Figure 1. Basic view of the background mem-
ory arbitration

acteristicsof mediaprocessingplaysa very importantrole
in obtainingthe bestsolution. The signalprocessingusu-
ally consistsof stream-basedprocessingwith FIFOperiodic
communicationbehaviour. We seethatvideoprocessingis
usuallydoneon a field or framebasis.Any reconfiguration
of the applicationcanbe doneat the startof a new video
field. For the video processingunits we can thus distin-
guishbetweentwo partsof anapplication:therun-timeof
a programis whenthevideoprocessingalgorithmis being
performedon a videofield, andtheconfiguration-timeof a
programis whenany new partsof the programor param-
etersare fetchedat the startof a new video field. In this
paperwe will explain our usageof the differencebetween
configuration-timeandrun-timeof aprogramfor ourmem-
ory arbitrationscheme.

While thesignalprocessingshows a periodiccommuni-
cationbehaviour, theCPU andits peripheralson theother
handwill show randomburst behaviour (Figure 1). The
CPU requiresa low latency for a betterperformance.We
wish to allow the CPU to accessbackgroundmemoryin
large bursts, as this will give a betteraverageCPU per-
formancein a well-balancedsystem: that is, a systemin
which the CPU is not askingtoo muchbandwidthtoo of-
ten. The high performancerequiredfor video processing
cannotjust be obtainedby increasingthe clock frequency
of the processorelementsas this will also drasticallyin-
creasethepowerconsumptionof anIC. Thereasonto con-
sidermulti-processorarchitecturesis that for suchapplica-
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tions true task-level parallelismis necessaryto obtain the
requiredhigh performanceat a reasonablecost. In this pa-
perwe will concentrateon thecommunicationaspectsbe-
tween(co-)processorsandbackgroundmemory, in thecon-
text of multi-processorarchitecturesfor high-throughput
media(video) applications.In a multi-processorarchitec-
ture with many (co)processors,the hierarchyof the mem-
ory architectureis veryimportant.Figure2 showsageneric
multi-processormemoryhierarchyandthe differentkinds
of usagefor a multi-modecache.By multi-modewe mean
thatpartof thecachecanbeusedfor FIFO-basedcachingof
datafor mediaprocessors,while theremainderof thecache
canbeusedfor 2ndlevel cachingor even1st level caching
for CPUs,with standardcachingandpre-fetchingmecha-
nisms.However, thelattermodeof cachinglies beyondthe
scopeof thispaper. In mostrelatedwork,dataflow analysis
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Figure 3. Co-Processor Array (CPA) for video
processing

andcompilationtechniquesareusedto optimizethemem-
ory management[1],[4]. We focushoweveronanarchitec-
turalmethodfor thememoryhierarchywhichgivesusflex-
ibility at low areacost.In thispaperwedescribethestream
cachingschemerequiredfor themediaprocessors.For this
schemewe will introducea methodto lock cachelines for
periodic data streams. Figure 3 shows an instanceof a
multi-processorarchitecturecalled the CPA. This CoPro-
cessorArray sharesanexternalbackgroundmemorywith a

CPUandperipherals.Figure3 shows thatthecoprocessors
useon-chipcommunicationvia a switchmatrixwhichhan-
dlesits own arbitration[3]. We will usethis architectureto
illustrateourcachingandmemoryarbitrationscheme.

Theproblemaddressedin thispaperis : how to optimize
the amountof on-chipbuffering for handlingdatastreams
to andfrom backgroundmemorywith the following three
sideconditions:� compile-timeguaranteesof theperformance� flexibility at run-timeandconfigurationtime� CPUandperipheralshaveaccessto backgroundmem-

ory in burstmodefor optimalperformance

We will introduce a backgroundmemory arbitration
schemeand a method for guaranteeingthe bandwidth
demandsfor high-throughputreal-time tasks. The task
schedulingof the CPU resulting in random streamsas
shown in Figure1 lies beyondthescopeof this paper, but
priority-basedschemes[5] canbe usedfor the arbitration.
Thearbitrationfor off-chip communicationis addressedin
Section2. In Section3 we will show thata separatecache
for each(co)processorwill make thesystemtoo large,and
that a centralcachewill be moreadvantageous.In a typ-
ical CPU cachethe dataand instructionsof one task can
occupy thewholecache.In a multi-processorarchitecture
with many independentstreams,datafrom different tasks
canconcurrentlyoccupy a centralcache.Thereforewe re-
quirethenotionof streamcaching[7]. Section4 describes
amethodto overcomethedisadvantagesof cachefragmen-
tationandall methodswill be illustratedin section5 using
theCPA architecture.

2 Background memory arbitration and
response time calculations

In [2] a simpleandefficient memoryarbitrationscheme
is presentedwhich supportscontinuousstreamsalongwith
randomrequests.A servicecycle of

�
clock cyclesis de-

fined,seeFigure4, in which � clock cyclesarereserved
for continuous(media)streams.Thesemediastreamsdo
not requirea low latency, sincetheir demandfor data is
knownwell in advance.Pre-fetchingfrom memorycanthus
be usedfor datastreamscoming from memory, and data
streamstowardsmemorycanbebufferedfor awhile. Given���
	

and ��� �
, 
�� ��� � clockcyclesareavailable

for randomtraffic suchas generatedby a CPU. The ran-
domtraffic hashighestpriority, thusensuringlow latency,
providedthatenoughcycleswithin theservicecyclearere-
mainingfor thecontinuousstreams.If this is not thecase,
the continuousstreamswill have priority. Of course,the
valueof � within

�
mustbelargeenoughto guaranteethe

periodicstreamstheir requiredbandwidth.
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Figure 4. Definition of a service cycle

Although the memorymanagementschemeguarantees
that the continuousstreamscan obtain sufficient memory
bandwidth,therearestill two issues.Thefirst issueis that
thearbitrationbetweendifferentperiodicstreamshasto be
solved,andthesecondissueis thattheworst-caseresponse
time for any individual periodicstreamneedsto be calcu-
lated.Thisworst-caseresponsetimedirectlydeterminesthe
amountof on-chipbufferingthatis requiredtoguaranteethe
throughput.

We have chosena first-come-first-serve (FCFS)scheme
for thearbitrationof thecontinuousstreams.Thisapproach
givesusrelatively simplecalculationsof theworstcasere-
sponsetime andthe buffer requirements.For thesecalcu-
lationsthe following definitionsareused.Let � betheset
of periodic,continuousstreamsaccessingthe background
memory. Let ��� be the minimum numberof clock cycles
betweentwo memoryrequestsfrom any stream��� � � and
let � be the maximumnumberof clock cyclesneededfor
a burst requestfrom any streamto accessthe background
memory. If

�
equalsthenumberof clock cycleswithin a

servicecycle, thenthe maximumnumberof cycles � re-
quiredfor requestsfrom theset � within oneservicecycle
is �������� �"!"#%$ �'& � �)(
* �,+ (1)

Theworst caseresponsetime of a backgroundmemory
requestcanbecalculatedif we considera critical instance
of theproblem. Consider-/. , asshown in Figure5, which
is themomentwithin a servicecycleat

�0� 
 cyclesfrom
thestartof theservicecycle. If theCPUdid not issueany
requestsin thisservicecycle until - . , thenit canobtainac-
cessto backgroundmemoryfor a periodof 12
 , if the re-
questscontinuein thenext servicecycle. If at -/. all peri-
odicstreamsissuearequestat thesametimewhentheCPU
is granteda burstof requestsof size 12
 , it canbeseenthat
we have thecritical instanceduringwhich thebackground
memoryis not accessiblefor continuousrequests.In [6] it
is proven that for all � � � � , the worst caseresponsetime3

of a memoryrequestof acontinuousstreamequals3 � $ � *54 � 4 (
6 $ � $ � *54 � 4 ( & $ �0� 
 ( + 687�(
* 
 (2)

In practicalcases,we want 
 to be largeto allow for large
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Figure 5. Critical problem instance to find the
worst case response time

burstsfromaCPU.In thatcase,aswecanseefromequation
2, the value of 
 is dominatingin the calculationof the
worstcaseresponsetime. For a largevalueof 
 , equation
2 simplifiesto

3:9<;�=?>�@BA �C� *D4 � 4E6 12
 . Thiscanalsobe
seenintuitivelyby lookingatFigure5. 4 � 4 periodicrequests
at time - . will leadto a worstcaseresponsetimeof � *F4 � 4
which must then be addedto the 1G
 cycles occupiedby
randomrequests.This meansthat theworst caseresponse
time for all continuousstreamsis more or lessthe same
regardlessof thearbitrationschemebetweenthesestreams.
Earlier in this sectionwe decidedto usea first-come-first-
serve schemefor thearbitrationof continuousstreams.We
cannow saythattakinga simplearbitrationschemefor the
continuousstreamscanbedoneat noextracostin termsof
responsetimes.

3 Buffering of continuous streams

Sincewewishto keepthetotalamountof on-chipmem-
ory assmall aspossible,it is necessaryto usethe buffer-
ing asefficiently aspossible.Oneoptionwould be to give
every streamits own buffer memory, in which caseevery
buffer would requireenoughlocationsto handlethe peak
bandwidthdemands.Thepeakbandwidthdemandsdepend
ontheapplication.Thiscanresultin avery largeamountof
on-chipbufferingasthefollowing calculationswill show.

For thevideo processingarchitecturefrom Figure3 we
candeterminethe numberof buffers and the sizeof each
buffer which we would requirefor a solutionwith separate
buffer memories.For the CPA we have the casein which
20 individual streamsrequireaccessto backgroundmem-
ory. For theon-chipcommunicationdatastreamseachcan
have a peakbandwidth� � @H;JI of 128MB/s. For theback-
groundmemorywe usea standard32-bit SDRAM running
at 96MHz with burst size K of 64 bytes(16 words). The
overheadof switchingbetweenreadingand writing is on
average2 clock cycles,soanaverageof �L� 7�MN6 1O� 7QP
clock cyclesarerequiredfor every memoryaccessof one
burst.Thelengthof aservicecycle

�
hasbeensetto 1024,



sincefor this orderof magnitudea reasonablepart of the
CPU cachecanbe refilled in oneburst andthe amountof
on-chipbuffering is still acceptable.In [6] it is proventhat
thesituationwhere
R� 7 & 1 � is thecornercaseresulting
in thelargestbuffer requirements.

For this example each streamhas its worst casere-
sponsetime

3 � 7QPS* 12T 6 $ � 7�PU* 12T &2V 7 1W+ 6X7�(Y*V 7 1Z� 7Q[\P2] clock cycles, in which for a streamwith
a peak bandwidth of 128MB/s, 1845 bytes can arrive.
We do know that the total bandwidthof the background
memoryis 4 bytes* 96MHz=384MB/swhich doesnot al-
low for all streamsto usethe peakbandwidthat the same
time. However, sinceall individual streamscan usethis
peakbandwidthat differentapplications,we have to give
all streamsthe maximumrequiredbuffering for thesecir-
cumstances.This meansthat for buffering the individual
streams,20*1845 bytes = 37kB of buffering will be re-
quired.

We wish to ensurethat we can work with the average
amountof bufferingperstreamratherthanwith therequired
peakamountfor eachindividual stream.Thereforewe use
onelargecachefor all continuousstreamstoandfromback-
groundmemory.

Basedon the worst caseresponsetime, the amountof
buffering ^ for all streamscan be calculated. It can be
shown that theamountof buffering requiredfor all strictly
periodicstreamsis asfollows:

^_� 4 � 4�* $ K 6 3 * K & � ;�`J@ ( (3)

where � ;�`J@ is theaverageover ��� andwhere
3

asgivenin
equation2 is proportionalto

�
. This formulashows thata

trade-off canbemadebetweenthesizeof theservicecycle�
andthe amountof on-chipbuffering. A large valueof�
allows for a betteraveragelatency for randomrequests.

This is obtainedat the costof additionalon-chipmemory
for the continuousstreamsandpossiblya largerdeviation
of the latency for the randomrequestsin caseof overload
or saturation.The latter canbeunderstoodfrom Figure5.
When

�
is increased,� must increaseproportionallyto

allow the periodicstreamstheir requiredbandwidth. For
anoverloadedsystemtherearemorerandomrequeststhan
thosethatcanbehandledin a periodof 
 cycles.Thiswill
result in a longerperiodin which no randomrequestsare
allowed accessto backgroundmemory. Thereforewe see
that for this casea largeperiodof

�
andthereforea large

periodof � cycleswill result in a large latency for those
randomrequeststhat remainpendingwhen 
 cycleshave
alreadybeenconsumedwithin aservicecycle.

For our examplewith 20 streamswe can calculatethe
requiredamountof buffering againif we take 
0� 7 & 1 �
astheworst casesituation.

3 � 7�[GPG] clock cyclesand� ;�`J@ canbecalculatedif we considerthat20 streamsshare�a� 
b� 7 & 1 � for their requests,andeachrequesttakes

�c� 7�P cycles,so � ;�`J@ � 7 & ] T * � *F7QP � ]\M T/d P clock
cycles.Thismeansthat ^ ;�`J@ � M2]e6f7Q[\P2]e*
MG] & ]\M Tgd P �
256 bytes. For 20 streamswe thereforeneed5kB in one
memoryratherthan37kB in 20 individualmemories.

4 Cache fragmentation

In theprevioussectionit wasshown thatusingonecache
memoryinsteadof separatebuffer memoriesis more ad-
vantageous.To guaranteethe real-timeconstraintsfor all
datastreams,eachstreammustbeableto claim theneces-
saryamountof buffering at any time. To allow all streams
to usethesamecachememoryandclaim a certainamount
of buffering, buffer locationsmustbe allocatedwithin the
memoryfor theseparatestreams.Eachindividual continu-
ousstreamis assigneda numberof cachelines. To deter-
minetherequirednumberof linesweuseequation3 for one
singlestream: ^N�h�XK 6 3 * K & ��� where ��� is the mini-
muminter-arrival time of requestswhich is determinedby
the real-timecharacteristicsof the stream.Theseassigned
cachelinescanonly beoccupiedby datafor thatparticular
stream,sothey arelocked if thecacheis to beusedfor reg-
ularcachingmechanismsaswell. This lockingof thecache
lineswill guaranteethatthecontinuousstreamswill obtain
the desiredbuffering. Sincecontinuousstreamswill start
andstopindependentfrom theotherstreams,thelockingof
cachelinesfor a particularstreamwill alsobeindependent
of thelocking for others. Becauseall streamsareindepen-

HEAD
line #0

line #1

line #2

line #3

line #4

line #5

line #6

line #7 TAIL

Figure 6. Linked list: initial state

dentandbecausebuffers in thecachememoryaredynam-
ically allocatedand de-allocated,the cachememorywill
suffer from fragmentation.Therun-timereconfigurationof
eachindependentstreamdoesnot leave a singularmoment
whennostreamis active. Thismeansthatthereis nosingu-
lar momentwhenthecacheis not in use,thereforegarbage
collectionor de-fragmentationwill bedifficult. To avoid the
disadvantageof cachefragmentationanorderedlist of non-
assignedcachelinescanbemaintained.Theinitial situation
is shown in Figure6, wheretheHEAD of the list pointsto
line ijT . If a numberof cachelineshasto beassignedto a
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certainstream,theselinesaretakenfrom thelist, startingat
the headof it. Subsequently, the new headof the list will
now point to the new first cacheline that is not assigned
(Figure7), anda new list of cachelines for this particular
streamhasbeencreated. If assignedlines becomeunas-
signed,they canbeeitherappended(Figure8) or prepended
to thelist. Theadvantageof thismethodis thatwecanavoid
difficult garbagecollectionschemes.The disadvantageis
that only FIFO-basedstreamsareeasilysupportedin this
modeof thecachewith respectto (re)placementstrategies.
However, sincewe explainedin Section1 that for media
processingFIFO-basedbehaviour is dominating,this spe-
cial streammodeof our cacheis not a disadvantagefor the
architecture.

5 Application: coprocessor array

We have applied both the arbitration schemeand the
cachemanagementschemein theCPA shown in Figure3.
As mentionedin Section1 theCPA sharesanexternalback-
groundmemorywith a CPUandperipherals.Theoff-chip
communicationbetweenthe SDRAM andthe memoryar-
biterusesarbitrationat3 levels,asshown in Figure9.

Level 1 handlesthearbitrationbetweenrandomrequests
and periodic requests. This arbitration usesthe scheme
given in Section2. Level 2a decidesbetweendebugger
requestsand other randomrequests,normally giving pri-
ority to debugging. Level 3a splits the remainingrandom
requestsinto two types: requestsfrom the CPU and re-
questsfrom thegraphicsaccelerator(GFX). Thevalueof a
variable,GFX priority, canbeusedto ensurethattheGFX

TAIL

Removed: list of assigned cache lines of stream 0

Remaining: linked list of unassigned cache lines

line #5

line #6

line #7

HEAD

line #0

line #1

line #2

line #3

line #4

Figure 8. Linked list: released lines appended
to list

unit canclaim somerequestsfrom theCPUwhich in gen-
eral will have higher priority. Level 2b usesthe scheme
from Section2 again,to handlethestreamrequestswhich
alwaysoccurat run-time,andthe (periodic)control or in-
structionfetcheswhich requirea low latency. The latter
type of requestsareagainsubdivided at level 3b, wherea
differenceis madebetweencontrol requestswhich occur
at configuration-timeandrun time parameteror instruction
requestsoriginating from specificvideo processingunits
requiring extra information at run-time. The arbitration

Level 2b arbitration

Level 3b arbitration

R  = N  - M  222
M

2

Level 1 arbitration

Level 2a arbitration

Level 3a arbitration

R   =N  - M 
1 11

M
1

+ peripherals

GFX priority

GFXdebugger

random periodic

to SDRAM

periodic 

streams

configuration-
time control

run-
time control

(run-time)

CPU

Figure 9. Arbitration at 3 levels for the CPA

schemein Figure9 is valid for our applicationdomainbe-
causeit givesall randomrequestsa low latency, provided
they donotoverloadthememory. Theschemealsogivesall
periodicrequestsaguaranteedbandwidth,while atthesame
timeit givesperiodicrequestsatconfiguration-timesuchas
programmingparametersalowerlatency if required.Figure
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10shows theCPA instantiationof thestreamcacheandthe
cachecontrol from Figure3. To ensurethatall videopro-
cessorsgetsufficientbandwidthfor transportingdatato and
from backgroundmemory, 5 parallelbusesareconnected
to ourcache.Smallserial-to-parallelconversionbuffersare
usedat the input, to convert from 16-bit wordsto 128-bit
words. The reverseis doneat the outputwith parallel-to-
serialconversionbuffers.Themaximumnumberof streams
which canusethecacheis 20. TheLinkedList block per-
forms the function explained in Section4 and the FCFS
block is responsiblefor the First-Come-First-Serve arbi-
tration betweenall periodic streams. The CPA hasbeen
processedin a 0.35 k technology. The cachememoryis
3 mml , with anadditional3 mml requiredfor addressgen-
erationandmulti-streamaccessing.Thelinkedlist requires
0.8 mml and the FCFS unit which collects the requests
from all 20 streamsis 1.3mml . Figure11 shows thecom-
pleteCPA layout.Theareawithin thewhitebox comprises
thecacheandits addressgeneration,thelinkedlist andthe
backgroundmemoryarbitration.

Address
Generation

Linked
List

FCFS

Figure 11. Layout of the CPA IC, comprising
the arbitration scheme and caching

6 Conclusions

In this paper we have presenteda memory arbitra-
tion schemeanda cachemanagementschemewhich have
both beeneffectively usedin a video processingarchitec-
ture. Thememoryarbitrationschemecanbeusedfor sys-
temswhereboth continuoushigh-throughputand random
low-latency requestsarepresent. The cachemanagement
schemeis veryeffective for stream-basedbufferingof data.
By usingonecachememoryfor several independentdata
streams,a cost-effective solutionhasbeenobtained. The
schemeallowsfor flexibility in thereconfigurationof appli-
cationswhile at thesametimewecanguaranteeatcompile-
time that all run-timeconstraintswill be met. This guar-
anteeis obtainedby using the calculatedworst casere-
sponsetime to determinetherequiredamountof buffering
andby locking the correspondingcachelines for continu-
ous streams.This meansthat noneof the video process-
ing units requirea fall-backmechanismfor casesin which
the real-timeconstraintsarenot met. Both schemesoffer
a goodscalabilityfor increasingthenumberof processors.
Thememoryarbitrationschemeandthecachemanagement
schemehave bothbeenusedin a CoProcessorArray IC for
video processing.This IC hasbeenprocessedin a 0.35k
technologyin which the total areafor caching,cachecon-
trol andmemoryarbitrationis 8.1mml .
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