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Abstract

An automated technique to narrow down the num-

ber of parameters for linear constraint transforma-

tion models of analog circuits is described. The sets

of more important circuit parameters and speci�ca-

tions are con�ned in an e�cient constraint transfor-

mation model. The method is based on least square ap-

proximation and principal component analysis of the

sensitivity matrix of the transformation. The result-

ing model encompass the constraints con�ned using

designers' expertize for approximated circuit calcula-

tions.

1 Introduction

Analog design is known to be highly dependent on

layout induced parasitics. The extreme criticality of

analog circuits and the di�culty to meet the speci-

�cations is generally the source of long design itera-

tions and multiple fabrication runs. Recently, a num-

ber of attempts have been made to cope with this

problem. The common denominator of the proposed

approaches is the use of a top-down design method-

ology [1] to ensure that high-level speci�cations be

translated hierarchically onto module parameters and

�nally onto a suitable layout through a mechanism,

known as constraint transformation. At each level of

hierarchy all pertinent constraints are then enforced

by a constraint-driven tool-set [2].

For analog linear circuits, constraint transfor-

mation and generation methods based on parasitic

bounding and degradation evaluation were proposed

in [3, 4]. These methods use circuit sensitivities to de-

�ne a linear model of the circuit. However, the mod-

els created are over-de�ned, due to (1) the correlation

between the circuit speci�cation and (2) the very low

in
uence of a subset of circuit parameters considered.

To make the transformation e�cient, these methods

rely on heuristics or user interaction to select the more

important constraints, critical for constraint genera-

tion.

In this paper a systematic method for automatic

selection of the more important circuit speci�cations

and parameters with respect to a linear transforma-

tion model between these sets is proposed. The tar-

get of the method is to determine a set of low-level

parameters that induce the larger speci�cation devi-

ation of the more important uncorrelated high-level

constraints, discarding the ones with little or no in
u-

ence. The method presented reduces the search space

for the design tools by �nding the active constraints

with respect to the constraint transformation. This in-

creases the chance that a constraint-driven optimiza-

tion can be achieved without iterations.

2 Method description
Analog AC constraint transformations uses a lin-

earization of the circuit around the nominal work-

ing point based on sensitivity analysis. Following the

notations introduced in [2], for a given circuit with

performance vector [K] 2 R
n and parameter vector

[P] 2 R
m , a n � m sensitivity matrix [S] is found

s.t. [�K] = [S] � [�P]. The model reduction prob-

lem should con�ne the more important speci�cations

and parameters for the purpose of creating an e�cient

model. The e�cient model should contain only those

variables or equations which are necessary and su�-

cient for the model:

Problem 1 Model Reduction Problem: For a

given linear approximation [�K] = [S] � [�P] of a

circuit, �nd the necessary and su�cient speci�cation

subset [K0], the parameters subset [P0] and their cor-

responding sensitivity matrix [S�] which approximates

the model with a maximum error ":

[K0] = [S�][P0] + " (1)

The reduced model is obtained as follows. By

means of least squares approximation, the initial sen-

sitivity matrix is reduced to one with the rows cor-

responding to the principal circuit functions [K0].

These circuit functions are more sensible to parame-

ter change. Subsequently, the more important circuit

parameters that will create a change in the circuit

functions are selected. That is, a column subset of

the sensitivity matrix is moved in the \noise" space of

the transformation, to obtain a reduced and e�cient

model. A good approximation of the transformation

sensitivity matrix is therefore obtained with a set of

principal circuit functions with respect to the more

important circuit parameters.

In order to be able to compare the in
uences of the

high-level constraints, they must be uncorrelated. For



this purpose, a singular value decomposition (SVD) [5]

of the sensitivity matrix [S] is computed:

[S] = [U][�][V]�; (2)

where [�] = diagfw1; : : : ; wr; 0; : : : g and r �

min(m;n) is the rank of the matrix.

To select the important circuit functions, ordered

monotonic by importance, the sensitivity matrix

[S0] = [U0][�0][V]� is obtained by least square approx-

imation with the �rst k singular values of the SVD,

[�0] = diagfw1; : : : ; wk ; 0; : : : g. The approximation

error is equal to the �rst singular value zeroed, wk+1:

k[S]� [S0]k = wk+1: (3)

Hence, the �rst k performance functions [K0], corre-

sponding to the rows in [U0] = fU1; U2; : : : ; Ukg, are

to the more important circuit functions with respect

to the linear transformation.

The columns of [S0] still represent all m initial cir-

cuit parameters that can in
uence the circuit behav-

ior. In order to �nd the more important parameters

with respect to the transformation, a subset from the

columns of the unitary matrix [U0] is selected. Firstly,

the column vectors of [U0] are permuted in increasing

energy order kUjk
2 =
Pk

i=1 u
2

ij . Subsequently, the col-

umn vectors below an energy threshold � are moved

in the noise space of the transformation, zeroing the

corresponding columns in [U0]:

kuik
2
� � ) ui 2 [Un]; [U0] = [U�] + [Un]: (4)

where [U�] creates the space of \interesting" signal

(strong components) and [Un] is the space of noise

(weak components). The approximated sensitivity

matrix [S0] becomes as a sum of the matrix [S�] cor-

responding to the critical space of the transformation

model and the matrix [Sn] of the noise parameters

with respect to the vector of circuit speci�cations [K0]:

[S0] = ([U�] + [Un])[�0][V]� = [S�] + [Sn]:

(5)

The maximum error made by approximating [S0]

with [S�] yields:

kU
0
�U

�
k = kU

noise

k � � � (m�m�); (6)

where m� is the number of non-zero columns in [U�],

that is, the dimension of the important parameter sub-

set [P0]. The total error for obtaining the matrix [S�]

corresponding to the set of the more important k cir-

cuit speci�cations with respect to m� more important

circuit parameters yields from Equations (3,6):

" � wk+1 + � � (m�m�): (7)

The main advantage of the method is that one can

derive tighter local constraints for the circuit speci-

�cations and parameters in the reduced model and

more relaxed general constraints. This will reduce the

search space of the optimization tools used in con-

straint driven design and reduce the number of itera-

tion necessary to reach a feasible solution.

3 Results and Conclusions
In this paper an original method for critical con-

straints characterization of analog circuits constraint

transformations is described. Using sensitivity analy-

sis and principal component analysis by means of sin-

gular value decomposition, a set of constraints that in-

duce the larger speci�cation deviations is found. Sev-

eral circuits were tested with this constraint space

management method [6]. The set of constraints ob-

tained includes the set selected by experienced ana-

log circuit designers in state-of-the-art manual design.

The method described in this work can discover as well

groups of constraints for local and hierarchical opti-

mization. Hence, the method automates the circuit

approximation techniques for constraint driven opti-

mization, de�ning an e�cient model for the constraint

transformation.

The major advantage of the method is that a set of

local constraints is obtained through which the layout

can be optimized very much like designers' art. Au-

tomated methods usually tend to deal with the con-

straints globally and to enforce constraints for devices

and nets were they are not necessary.

The method was implemented and is included in

an analog layout framework in development at Delft

University of Technology and Delft Institute for Mi-

croelectronics and Submicron Technology (DIMES).
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