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Abstract get at a solution accomplishing the design goals. To
guide thismovement of functionalities, it is necessary to

This paper describes a method to estimate the determine if a design is better than others, by means of an
implementation cost of theardware part in a mixed  estimation process.The more realistic the estimations

hardware/software system, as well ake related are, thebetter they will reflecthe intrinsic capabilities of
performance. These estimations try to avoid the use of the system.
many implementation details in order to keep the In the partitioningprocess,the software cost and

complexity order of the process under control. The performance are determined by tbleosen architecture
concepts of hardware sharing and parallelism are andmemoryhierarchy modelghat areusually fixed in a
exploited to make a picture of tlehole hardware cost previous stage. So, the main goal during fiscess is to

associated to a given partition. estimate both parameters of the hardwaaet. Talking
) aboutthis, andgiven a functionality, there exiseveral
1.- Introduction. features that must be considered for a good estimation:

e It is possible to obtain several valilardware
The current demand of embedded systems, formed byjmplementations of thisfunctionality with different

a standargorocessor supporting a software gram, and  yajues ofarea ancperformance by carrying out thener

one or several hardwaspecific circuits (ASIC)grows scheduling and allocation in distinctways. So, the
quickly, ~making  their time-to-market shorten  partitioning algorithm nobnly has todecide where to
progressively. As the manual design task becdmeder, place every module, but also which implementation

an automation process is requiredding to overcome  should be used in case it is assigned to hardware.

this problem in a reliablevay. The embedded systems . The hardwareost doesiot increase or decrease in a
have the important characteristic of being hybtigt is linear way by moving functionalities through the
to say, of being formed by hardware and ®oftware  hardware angoftwarepartitions, since it depends, at any
component. Thus, it is netdvisable to use specific and  moment, on the particular distribution of tegstem. In
single design techniques, but to integrate them in order t0 gther words, the cost of two single functionalities

satisfy the implicit necessities of both parts. - implemented in hardwardoesnot correspond with the
The set ofsteps leading to perform a simultaneous sym of the individuatosts. This consideration ibased
and automatic design of these hardwaaad software on two basic concepthardware sharing and parallelism.

elements is known &odesign[1]. The main task within - sharing impliesthat a module’s functionalitycan be
this process igartitioning [2], which decides whether a  jmplemented with part of the hardware gbravious one.

module is going to be assigned to hardware or to parallelism means thatvo modules may be executed
software.This taskdepends on the intrinsitecessities of Simultaneous'yand therefore, no hardwareould be

the problem, mainly timeand area constraints. So the gshared between them in that case.

maingoal of the partitioning is to get a desifiatmeets . Fipally, the estimatiorprocesshas toconsume as
all these constraints while minimizing the area. little time as possible, sinchis task is to beepeated

Most partitioning algorithmsuse an iterative process many times. That is why most of the partitioning
that, starting from an initial state, and moving algorithms perform the estimatioprocess in a quite

sharing or theseveral possibleardware implementations
This work has been granted by CICYT TIC 96/1071 and HCM CHRX-  for each module.
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There areseveral Codesign systenthat try to
accomplishthis estimationprocess. Some ofhe best
known are:

In Castle[3], an environment fothe Codesigrprocess,
the estimations are calculated by analyzing blasic
blocks contained in the specification. Thp®ssibility of
hardware sharing and paralleéxecution is not
considered. Thus, a simplistic view of the whole system is
applied to the process.

Cosmos[4] is a Codesign environment destined to an
interactive performance of the partitioning task.
Internally, it works with a set of interconnected
processes, extracted fromhe initial specification. A
certain parallelism degree amotigem isallowed, but
nothing is saidabout how estimationare carriedout.
The possibility ofsharing hardware is natvailable in an
automaticway. What is more, the manuaffort that the
designer must do leads to a lack afficiency in the
process.

Cosymd5], a well known Codesign system, performs the
estimations without taking the hardwasharing or
parallelism among tasks into account. The partitioning
process iscarried out by means of the Simulated
Annealing algorithm, and then, anduter loop is
executed in casthat theobtained results do not match
with the expected onesThis loop is to be executed too
many times, due to the unrealistic estimations, with a
considerable time consumption.

In [6], an Integer Programming approach used to
perform the partitioningprocess. When estimating the
functionalities, thesharing possibility among them is

allowed. Nevertheless, only modules that are equal can be

considered, leading to axcessivesimplification of the
problem. Besideshothing is saidabout the several
implementations that a single module can have.
Another reasonablepossibility is adapting the
estimation processegevelopedunder theHLS systems,
in order to work on Codesign environments this way,
Kurdahi [7] carriesout an interesting approach with the
SCALE system, which is able to estimdle area of a
circuit at theRT-level. Althoughthe predictions of this
systemare within 5% of the actudlyout areas, the
execution times for medium-low sized examples are

unacceptable (5 to 226 seconds) for an environment of

these characteristics.

In this system, as well imther similarones [8], the
greatest drawback arises when performitige area
calculation, as thiprocesscanonly be made on single
hardware modules. Therefore,sbme of these modules
are integrated into a largsystem, itmust becompletely
designed to estimate its area, wltainsumes a great

were previously found ougnd with theconsideration of
the possible parallelism and hardware sharing.

Our approach tries to estimate the hardware
implementationcost of several functionalities from a
macroscopic view, but considering all the relevant aspects
of the problem, asharing andseveral possibleardware
implementations. By macroscopic, waean that the
computation doesiot considerall the implementation
details, butonly those aspects mosetlevant to the
problem.

2.- Problem definition.

The mainpursued goal is to achieve a tirmed cost
estimation model for a Codesign system, able to provide
reliable values tothe partitioner, and sdulfill this
process in a realistiway. It is necessary texploit the
previous concepts of parallelisamd hardware sharing to
get at theproposed model, since it ike only possibility
of succeeding in this purpose. According to our approach,
the Codesign problem can be stated as follows:

Given a Codesign graph G={N,E,S,l}, a sharing
matrix K, and a superset of individual estimation pairs P,
find the minimum execution time and the related
optimum cost.

N stands forthe set of nodes, equivalent to the
different system tasks.

E is the set ofgraphedges, whictcan beclassified
in several different typesand will be explained in the
next section.

Sis the function

S {i|iON} - Z = {SW HW HW, ..., HW,u},
which assigns each nod® the softwargoartition or
to one of the differentm(i) possible hardware
implementations.
P is a superset P;,...,R,...,R, } containing a set of

implementations £5V,...,R"™" } for every node i,
1<i < n, n= Card{). Each eIemenPij , j0%,isa
pair (ex_timé ,COSIj ), which represents thdifferent
possibleimplementation parameters, execution time and
cost, of the node

| is the function

L {i[ioNy — P3O

which assigns to each node thesuitable
implementation parameters, depending on thede
implementationS(i).

K is the sharing matrik j3j 2,z » in which for every
pair of node and hardware implementation, [i,j], its
similarity with the rest of the pairs is stated as a real

amount of time. Instead, this estimation should be carried factor between 0 and 1. Theatrix K is formed by means

out starting from the singlemodules’area valuesthat

of a static analysis of the hardware implementations.



With all these consideratiorend trying tosolve the
stated problem, a timand cost model is proposed. In
section 3the timemodel is presented. In section 4, the
scheduling process is describdde explanation of the
cost model is in section 5. Finally, soregperimental
results areoffered in section 6and theconclusions and
future work appear in section 7.

3.- Time model description.

From theinner structure of thesystem, atiming
graph isextractedwhosedescription fits thepreviously
definedgraphG. As it wassaid, the graph’siodes are
equivalent to the functionalities contained into ithigial
specification. Nowthe set ofedges must be defined, in
order to give the right structure to this graph.

The graph has to besapport to studyndcalculate
the system executiontime, taking all the possible
parallelism degrees enclosed ithe design into
consideration, as it was explained in the introduction.

variables betweethem is performed by means of the
system bus.This communication introduces a data
dependency, with an associated time consumption.

With all thesesets of edgeshe formedtiming graph
is completethat is tosay, it containseveryinformation
flow, without any kind of redundancy. A typical Codesign
problem is depicted in Figure 1, which represents an
Intelligent Vision System modelednto generic tasks,
with a certain bipartition previously given by the
partitioner. The equivalent dependerypaph isshown in
Figure 2. The whitenodes representhe software
partition and theshaded nodes, the hardware partition.
The bold lines are theactive communications, wittheir
related time overhead. Thaming graph can beeen in
Figure 3, together with theur explained set of edges. It
is important to noticéhat in this graph, there is not any
kind of control dependencies betweenardware and
software, sincghe parallelismbetweenthem is always
exploited.

The execution time of a system can be defined as th
time interval inwhich there existany kind of active
information related to that systenBy information is
understood any of thiwo kinds of existingdependency
flows, namelydata andcontrol flows. So, both othem
must be reflected irthe graph, tostudy the possible

starting and ending time instanfer each node. The

different types of edges in this graph are:

a) SW Data and Control edgeShere is a predefined
sequential order fathe software nodes, forced by the
impossibility of aparallel execution irthe processor.
So, there exists an associated conulependency
flow, which canalso be a dataependency flow, as
the order of thenodes must respetite different data
needs.

[S]
Data
Acquisitior|
S(1)=SW  I(1)=(100, O
Low-level Chroma 5(2) = HW, |(2) = ( 40, 15)
Transform| Study 8(3) = SW |(3) - ( 45’ O
S@4)=HW I(4)=( 25, 65)
Resccoe;r:t?:)n Shape Color 8(5) = HV\é |(5) = ( 10! 130)
Recognition | Definition 8(6) = H\M |(6) = ( 121 95)
S(7) =SW I(7)=(75 O
- S(8)=SW  1(8)=( 90, O
Table 1
Values of functiorS andl:
image Status and Parameter definitipn

n

Recognitior

Figure 1

b) HW Data edgesWithin the hardware part, there is

also a set of data dependencies representing the data

flow among the different hardware nodes.

HW Control edges: Apart from the loop and
conditional control dependencieshat are not
considered irthis first approach, itloesnot exist any
natural hardware control dependency, since any
parallelism degree is acceptable. Nevertheless, there
may be soméorced control dependencies, obliging to
the sequentiakxecution of twonodes. This could
cause an increase tfe hardware sharinfgctor, and
therefore, a reduction in theystem cost. As the
number and position of these control edges is
arbitrary, a certaifreedom degree is presented in the
process, making the possible design space wider.
HW-SWData edge:When two adjacent nodes are
assigned to different partitions, the interchange of

c)

d)

Given a timing graph asdescribed before, the
minimum time toexecutethe whole set of operators is
defined bythe critical path time. In order texecute a
node,two different informationflows must be taken into
consideration: the datnd control flows. That is tosay,
an operation cannot start until all theededdata have
been produced bits predecessorand thecontrol, or
permission to be executed, has been received.

As it wassaid, the timing graph contains in édges
all these information flows. So, taking the maximum path
this information has to go through, means the
impossibility of facing any piece of information with a
higherlife-time. So, sincahe global execution time was
defined asthe interval in which any data or control is
active in the system, it will correspond to the critigath
time.



Every nodd in the critical pathmeetsthe following

condition:
SS(i) = LS(i)
So, the final execution time of the system would be:
T =SSw)+ ex timg®

The results of the algorithm for tipeevious example
appear in Figures 4nd 5. These datashow that the
critical path is formed by nodes 1, 3, 5, 7 and 8.

SS LS
Lo [0 = R 245
Figure 2 Figure 3 2: 0+100+5=............. 105| |7:245-75=................ 170
Data-dependency graph Timing graph 3: 0+100=........c......... 100| |6:170-12-8=............. 150
4: 0+100+20=........... 120| |5:170-10-12=........... 148
Before performing the timing study, it is necessary to| |5: max(100+45+3, 4: min(148-25,
definethe topologic order (t.0.) of graph. The t.o. is an 120+25)=........... 148 150-25)=............ 123
ordered list of nodes, in whidl kinds ofdependencies 6: 120+25=............... 145 3: min(148-3-45,
are respected, and therefore all pinedecessors of a node | |7: max(100+45, 170-45)=............ 100
appearbefore it onthe list, and all theisuccessors are 148+10+12, 2: 245-15-40=........... 190
after it. Although the t.o. is not unique, the order of the 145+12+8)=......170| | 1: min(100-100,
software nodes given by the compiler is a valid one. 8: mel‘x(“f”f' o 123'20?0(&
First, two time instants must bdefined for each 05+40+15)=..... > 90-5-100)= ......... 0.
node, a SooneStart time(SS) and alLater Start time Figure 4 Figure 5
(LS). Noticethat thesetwo parameters are similar, but SS calculation LS calculation
not equal, to the scheduling timesHLS, as inthe latter

there were several discrete steps to schedule an operation, WO passesare done through the list ofnodes to
and in theformer there exists a continuos timenge. To determine theassociated times. For each node, it is
compute these parameters, inicessary to calculate the Necessary to check all its predecesandsuccessors, but
maximum and minimum time iwhich information can as the nodeonnectivity ismuchlower than thenumber
flow. The proposed algorithm to find out the SS values is: Of nodes, the latter operation is not relevaspect to the
1.- Assign to the first node in t.a@, the time 0: former. Therefore, theomplexity of this algorithm is
SS6) := 0 O(n). _ g .
2.- For every nodg in t.o., calculate SS(i) as: For every nodej, out of the criticalpath, SS(j) <
LS(j). So, it ispossible tostart itsexecution at aninstant

SX)= JDIqug()i(){ W ex tirﬁ@) +*Be  com)j i of time in the interval
o i - l1 = [SS(), LS@-
f diff t tit !
B= o |anc_§ are In irierent parttions In the sameway, the moment in which the&ode
otherwise finishes its execution is contained in the interval
cpmm(i,j) i_s the time to transfer_p_aramete‘m_m I, = [SS()+ ex. timé( D LS(j)+ex timq(;( 1.
nodei to j, using thesystem busand it isonly active ) _ ) _
when both nodes are assigned to different partitions. We define the range of a nodeg(j), as the interval
In other wordsthe sooner time in which a task can rg(i) =15 O 1, = [SS()), LS()+ex timE " ].

begin is whr_en it receivesall the needed information This interval corresponds to the period of time in
produced by its predecessors. _ ) which the node can be activEhis definition isalso valid

The procedure to calculate LS is analogous. First of ¢ yhenodes inthe critical path. The rangebtained in
all, letwbe the last node in t.o. the example appear in Figure 6.

3.- The first step is Now, for any nods, there is an associatednge,
LS@) = SSt) _ _ and except forthe nodes inthe critical path, it is

4.- For every nodg in reverse Lo, find out LS(i) as: necessary taassign them an exacttarting point,t,
LS(i) = J,ES”JiQ D{ L$ J - ex tim&’ -« confm i} within 1,. Theselection ofthis point is quite relevant to

obtain the optimunsystem cost, as it willletermine the

At the end, there will be gair (SS, LS) for each possible hardware sharing factors.

node.



4.- Node scheduling.

Talking about the concept ofhardware sharing, the
matrix K is the mostlearly influent factor, which states
the similarity between anypair of nodes, takingany of
their possible hardware implementations into account.
The meaning obimilarity refers to the percentage of a
node that can be shared to implement part of another
one’s functionalities. For instance,tito multipliers are
used to implement a node thosetwo functional units
can be used by another ngden a later instant of time.

This matrix isused to have available information of
the differentnodes’inner structures, withoutandling all
the scheduling details, not only for the huge storage space
necessary to keethem, but also forthe elevated time
consumption in their processing.

As it wassaid, the estimation task must be simple
enough to keepihe processing time withineasonable
limit bounds,and therefore, tackling thigproblem from
the previous orientation would break this princif@e, to
meet theproposed goals in a reasonable tirad, the
inner scheduling information must be compaciatb a
simpler data, making it easier to handfiere is where&k
makes sense within the design process.

The detailsthat areconsidered to calculaté may
vary, from a simple analysis to a more complex one. The
more thoroughhthis analysis igperformed, the better it
will reflect the sharing relationship among thedes. Up
to the momentonly the number antype ofthe different
nodesare studied to perform this calculatiowjthout
considering their relative scheduling time. Thi®vides
an easyand quick methodthat can be carriedut for
many different implementations in a reasonable time.

The question that arises here is whether ignoring this
information would lead to asignificant error in the
estimation process. It iBnportant to noticethat once
several nodes have been assignedhtodware, the
possibility of sharing functional unitglepends ortheir
relative position and not only on their inner structure.

If there aretwo very similar nodesgven equal, but
whosestarting pointscoincide, no hardwarsharing is
allowed, as the parallel execution needs the duplication of
the functional unitsBut if thosetwo nodesare executed
in different moments, the functional unitsould be

Notice that as theoverlapping degree represents a

)

rg(i)

o = 190 nrg()

relative size, it is not a symmetrical factor;zo;;. The
same consideration can be applie&to
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Ranges of the nodes

Exact starting points

Basically, the Slml'arlty KTi, s@L1,S6)] between two
nodes,i andj, has apositive impact ortheir possible
sharing degree, and their relative overlapping o;;
introduces a negative effe¢dowever,this assershould
be discussed, since it is possiblethiink of a particular
case in which amaximum overlappingbetween two
nodes allows digher sharing than a partiahe. Thus,
the inner scheduling of the functional units has a relevant
importance in thiprocess, questionirttpe validity of the
proposed approach.

Nevertheless, a closer looktae problem showshat
this objectioncan bdeft asidewithin the overallproblem
environment. Providinghat thefocus is being set on
Codesign typical applicationghe nodes forming the
graph, as aeflect ofthe initial system specification, are
bound to contain &igh number of operators. When the
design is complex enough, as it usualythe granularity
chosen in a previous stage tends to be coarse, assigning to
each node whole functions with large portions of code.

With this consideration, therevious sideeffect is
not so influent, and thimtroduced relative error iswer,

shared, leading to a higher occupation, and therefore, to asince the generatost is much higher.Not only that,
reduction of the overall system cost. 8w possible node  these errors arsupposed to compensasnong them
coincidence, known asverlapping must be considered,  through thewhole process, as statisticallgnd looking

as a basis to study the hardware sharing. from a more abstract point ofiew, the extra cost

The overlapping degree of the nddeverthe nodg, estimated in a particular moment will be canceled by a

0j, represents the percentage of notleatmay coincide negative error in a later one.

in execution with anyart of thenodej. Basically, it can So, the macroscopic approach based the shared

be defined as: matrix K is intuitively justified, rather than the



microscopic technique dealing withlarge quantity of
complexdatadifficult to handle. Then, as eonclusion,
to achieve an optimum costhe overlappingfactor
among the differenhodes should be minimized@his is
possible byexamining the different ranges of thedes
calculated in theprevious stage, which introduce
certain freedom degree the schedulingprrocessThanks
to this, theoverall costcan be optimized, assigning
suitable starting point;, to every node.

Among all thepossibilities, the moresimilar two
nodes are, the more interesting talecrease their
overlapping degree, as thmossible sharing would be
higher. So, the following factor should be minimized:

a

a

> @5 ®psapgiso 95 ljsopfisa)
iAW j AW

So, an algorithm based onlist scheduling is
introduced to achievihis goal in areasonable amount of
time. The main steps followed are:
1.- Schedulall thenodes inthe critical path, as there is
no possibility of selecting their starting point.
2.- Select the hardware nogevith a higher factor

@5 Blisayfisa] T B sl fisa)
rg(i)
respect taanother hardware nodealready scheduled in
hardware. It is important tehoose the nodes with
smaller ranges in an early stagpecause they have less
chances to moveand therefore, when the assignation
map is too loaded, there would be more problems to avoid
the overlapping with the rest of the nodes.
3.- Study the relative position oindj’s ranges, in order
to try to avoid their parallel execution as much as
possible Find the intervals,, |, obtained by dividing the
initial range into two, as a result of the operation
IO 12 =rg(i) - [rg()) nrg()]

The meaning of this is takingy(i) out of thepossible
scheduling space of, and therefore, avoiding the
overlapping as much apossible. This operation is
repeated recursively in order to plada the best possible
location. Whenever a nodes scheduled, the ranges of
all their predecessorsand successors have to be
recalculated, in order to keep meetitige control and
data dependencies. Aftghis operation, there is the
possibility that for some of these nodetheir SS and LS
becomeequal. In thiscase, they have to be scheduled
without any further consideration.
4.- Repeat thavhole processstartingfrom 2.-, until no
hardware nodes remain unscheduled.
By this method, the ranges of ttdesare gradually
reduced, tending tonove towardthe areas witHower
presence of parallelismantil thenodes become fixed and
scheduled.

5.- Finally, all the remainingsoftware nodes are
scheduled intheir respective SS, as they have no
influence in the hardware sharing.

The result obtainetbr the previous example appears
in Figure 7. Thecomplexity ofthis algorithm, since it is
based otist schedulingcan be bound by Oftiog(n)).

At this point, when a starting time hasen assigned
to everynode, it is the moment to calculate ttreerall
system cost.

5.- Cost model description.

When a starting point,,, hasbeen assigned &very
existing nodej, the related rangeg(i) is reduced to the
interval rg(i) = [t, t +ex_time>"]. As it is going to
remain without changasntil the end of thgrocess, it is
possible to calculate the matixo;; , Ui,jLN. Basically,
it represents thactual overlapping degree faverypair
of nodesthatwill be used to computthe overallsystem
cost. If the schedulingprocess has been accurately
performed, the relative positions of thedes will lead to
a maximum sharindactor, for the minimum allowed
execution time.

The basis ofthis operation lies irsharing among
various nodes some functionalnits implemented in
hardware. Thus, the total number of them is reduced, and
so is thesystem cost. As it wasaid before,the sharing
degree between two nodes will be higher when:

a) their similarity K, is higher, as the possible number of
common functional units will increase.

b) their overlappingactor is lower, aghe parallelism
degree will decrease, allowing to share more units.

Therefore, giventwo nodes,i and j, and the
mentioned parameters, it igossible to calculate the
sharing degree of the noflever the nodg p;;.

A simple observation ofthe previous conditions
makes that degree be

Py = Q=00 ) s ] i s

It is important to notice the subindex order. In the
case ofthe overlapping degree, it is tipeojection ofi
over j, rather than thepposite,the onethat should be
taken.

Therefore, the total cost of both nodes will be
c=cosf¥+ (I-p;; Heost?

As it was expectedhe resultingcost is lowerthan
the sum of the individuatosts. Now, a coststimation
technique for morehan two nodeshas to beproposed.
The idea is the same that the one explained before.
When thecost of adding a nodel to the hardware
partition has to be calculated, all the sharing degrees with
the rest of the nodes are found ow;;}§, CjOIN, j#i.



K 2 4 5 6 2| 2 4 5 6

2 - 10.80/ 035 030 | 2 - 0 0 0

4 1095 - 080 03¢ 4] O - 0 0

5 ]045/055 -]1060]5] 0 0 - 10.80

6 |0.65] 0.20 0.4% - 61 0 0 | 0.67] -
HW, _

o[ 2 7 5 6 cost_actual "2 =15

2| -] o] o] o] -costactuaf™ =

4 1095 - 0 0

5 [0.45/ 030 - | o cost actual™ =33

6 050/ 007 004 -| cost actual™ =38

Overall cost =15 + 4 + 33 + 38 =90
Figure 8
Cost model results

As it is obvious, nsharingfactorcan be highethan
1, whichwould correspond tthe case in whichall the
needed functionalities for particular nodeare already
implementedand can be shared by it fwerform its
execution. Therefore, it is not suitable to aaltl the
sharingfactors, {;;}, to obtain the general one, as the
resultwould probably béiigher than 1So, eachp;; has
to be weighted by a factor, proportional to gaet of the
nodethat still remainsvithout implementation, to finally

obtain the actual sharing degr

Leti be the nodevhosesharingfactorsare going to
be calculatedandlet {a, B, vV, ..., §, w}, be the set of
nodes implemented in hardware, from whgdmeunits

are going to be shared.
act _

Pia= Pia

piE=(1-pPi3) - Pig

piy = (- pia- PTE) - Piy

p.""fé (L-pia- PiE- - PIy) " P
Then, the overall sharing factonofptOt will be

P = piSte pe pite 428

Now, everyfactor is comprised ithe interval [0,1].
In short, the previous calculation is formulated:

%f‘é‘-p.a
Ep.""f‘—(l Zp""“) Op;; , ifj za

W
tot _ act

p| - p| J
2
Therefore, the real cost associatedwmuld be

cost_actugf® = (& p ) cost”

Apparently, with these considerations tiast model
would be complete, buthere is still a slight detail to
think about. Let assume a nogléhat shares part of the
functionalities of another one, This fact produces an
undesirable side effect, that is necessary to eliminate from
the model. The utilization dhis set of functional units
makes impossible teverynodek, whose executiohas a
certain parallelism degree with to usethem, as a
structural conflict wouldarise. This leads todecrease of
the sharingcapability of k respect toi, that has to be
taken into accountfor later calculations.So, if j

share?,.)ﬁt from i, let us defineghe occupation factor of
i's functionalities during the execution jof
wlj _ p(ict O Klism)[is(]
KTiscifiso)]
The quotient of botix is associated tthe relative
cost of both nodesThanks to that,ooij is a proportional

factor toi and not tg, as p5{ is.

Now, for everynodek whose executiohas a certain
parallelism withj, the following correctionhas to be
applied to their sharing factors:

KECscnl L0l = ksco)vs) 9 Bi)

The results of thecost estimation process for the
previous example are shown in Figure 8.

Since to calculate theost of a node it is necessary to
examine the rest of them already implemented in
hardware, theomplexity ofthis algorithm is O(1 + 2 +
..+ (n-1) + n) = O(n-(n+1)/2) = O{n As the number of
nodes executed imparallel with another one is much
lower than the overall number of nodasthecomplexity
of modifyingk is not relevant respect to the previous one.

6.- Experimental work.

Once the timeand cost modelsare presented, we
offer someresults obtained by performing the estimation
process on several Codesigmaphs. The advantages
attained by thenew modelare compared with the time
and cost parameters achieved witithe standard
estimation technique, ignoring the parallelism and
sharing factors.

The experiments haveeencarried out onseveral
sets ofgraphs, with a number of totabdes between 5
and 20, and a number of hardwar@des between 2 and
10. Each set contains 5 differagraphs, whiclgives an
overall number of 80 results.

Everygraph haseen created followinthe intrinsic
Codesign characteristicand so, the obtained results are
relevant. The sharing parameters amownges,k, have



been generated byeans of a randorprocess, which
makes the experiment have a wide value range.

The results,offered in Figure 9, are listed by the
number of hardware nodes. Ferery entry, theaverage
cost without sharing, ¢, with sharing, ¢, and the
improvement percentag&00 - ( ¢ - ¢ / ¢, aredepicted.
The latter factor corresponds tohe relative error.eg,
produced ifthe first set of parameters usedrather than
the second. Besides, graphical representation of the
results is shown. It is clearly sedrat, as the number of
hardware nodes is increas#ue difference between both
models, withand without sharing,becomegreater. This
is a reasonable conclusion, since oftfoere is a certain
number of functionalities in hardware, thecessary cost
to implement a new node isinimal because of the
functional unit sharing.

This justifies the use ofthe time andcost model
allowing parallelism and sharing, rather than the
classical and inexact estimation approach.
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2 80 58 27.5%
3 190 92 51.6%
4 305 143 53.1%
5 315 104 66.9%
6 415 99 76.1%
7 490 100 79.6%
8 560 90 83.9%
9 670 94 85.9%
10 740 95 87.2%
Figure 9

Experimental results

7.- Conclusions and future work.

In this paper, anew time and cost model for the
Codesign estimationsasbeen proposed:he mainnovel
features introduced are:

Possibility of workingwith any degree of parallelism
among tasks.

* Multiple hardware implementation for every node.

» Possibility of sharing hardware units among nodes.

A mathematical approach hadeen offered,
explaining with detail the three stages comprised into this
technique:time calculation node schedulingand cost
computation

Respect tahe future work, themain lines thawill
be followed are:

» To apply the presentmodel to the Codesign
partitioningprocess, studyinthe repercussion on the
iterative algorithms. Morepecifically, the Fiduccia-
Mattheysesalgorithm [9] hasbeen used in our
previous approaches foartitioning [10]. From this
research, an improvement in the resudtad a
reduction of the timeconsumed bythe process are
expected.

» To compare the results given by thdel with real
measures provided by our Hidlevel Synthesis tool
[11] and theSynopsys Behavioral Compilein this
way, a study ofhe K matrix calculation can beade
in order to improvehis task andget the maximum
level of reliability.
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