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Abstract : PASTEL is a parameterized memory characterization system which extracts the

characteristics of ASIC on-chip-memories such as delay, timing and power consumption which

are important in LSI logic design. PASTEL is a fully-automated process from exact wire-RC

extraction through circuit reduction, input vector generation, waveformmeasurement, data-sheet

and library creation. The circuit reduction scheme can reduce the circuit simulation time by 2

order of magnitude while maintaining delay error within 100pSec of exact simulation.

1 Introduction
In ASIC-LSI design, the characteristics data for

each logic cell (delay, timing constraint and power

consumption) are very important since they are used

to predict LSI circuit performance. But, it is very

time-consuming process to characterize parameter-

ized memories in advance, because they are larger

in size and also have many combinations of (word,

bit) size. This results in repeated delay calculation

for each pair of input slew and output load. In ad-

dition, characterization is even longer because it is

necessary to back-annotate parasitic RCs (resistors

and capacitors) to keep the accuracy good enough.

For instance, 1024[word] � 72[bit] memory has

450K Transistors, 3 million Rs and 4 million Cs mak-

ing it impossible to simulate by Spice-class simula-

tors. Even for a smaller 16[word]�36[bit] memory, it

takes about 1 day to simulate the entire circuit. On

the other hand, there is a strong demand from our

designers to keep the timing error within 100pSec

from an exact circuit simulation.

AWE-type RC circuit reducer is widely used

[PR90, CN94] to shorten the simulation time, but

it can be used only for RC passive circuits and re-

duce circuits by just around 1 order of magnitude.

For our memory case it is indispensable to reduce

the number of Transistors in order to use Spice-class

simulators. It is a common practice to reduce memo-

ries using their regular structure. A methodology to

reduce the size of memories was proposed in [WR95],

but it needed signi�cant amount of interactive work

by designers for standard DRAMs. What we propose

is a fully-automated system for parameterized ASIC

memories.

We have developed a parameterized memory char-

acterization system, PASTEL , which calculates the

characteristics of memories under very tight error

condition within a reasonable simulation time. We

propose a circuit reduction scheme which uses the

regular structure of memory. It cuts the non-active

portion of the circuit with respect to the signal prop-

agation of interest and merges loads (Transistor, C,

R) in order to get the simulation speed-up by more

than 2 order of magnitude. A widely used method

which replace Transistor by an equivalent C is not

so su�cient for our accuracy requirement. Thus, we

don't replace them.

PASTEL is a fully-automated consistent process

from exact wire-RC extraction of leaf cells (basic unit

circuits of memories) through our original circuit

reduction, memory synthesis, input vector genera-

tion, circuit simulation and waveform measurement

to data-sheet and library creation. We are already

using PASTEL in the production design. When ap-

plied to some synchronous SRAMs, we could char-

acterize them in 2 order of magnitude shorter sim-

ulation time with only less than 100pSec simulation

error.

In the remainder of this paper, we explain the sys-

tem con�guration, the Transistor and RC extraction

and reduction, the characterization process and the

results.

2 System Con�guration
PASTEL has 2 major phases, circuit extraction

and characterization. In the circuit extraction phase,

it constructs netlists from basic leaf cell layouts.

The memory synthesizer generates the netlist for the

speci�ed (word, bit) combination. Then, in the char-

acterization phase, PASTEL creates test vectors for

characterization, invokes simulations and character-

izes them. It also generates data-sheets and libraries

for logic design tools.

2.1 The System Flow of PASTEL

The PASTEL system 
ow is shown in Fig.1.

A parameterized memory consists of several kind

of leaf cell repetitions and connections among

them. First, it extracts Transistors and parasitic

RCs of the leaf cells with Quasi-3D layout ex-

tractor ArcadiaTM (Synopsys, Inc.), and then, re-
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Figure 1: PASTEL System Flow

place them by the reduced order equivalent cir-

cuits if possible and put them as subcircuits into

the top level netlist which the memory synthe-

sizer generates so as to �t for the speci�ed mem-

ory size (word, bit). The entire netlist is simu-

lated by SpectreTM (Cadence Design Systems, Inc.)

([K95]) or PowerMillTM (Synopsys)([CB95]) de-

pending on the purposes(delay, timing constraint,

power). Finally, PASTEL generates data sheets or

libraries for a logic simulator Blossom(in-house) ,

V erilogTM (Cadence) and a RTL-level power estima-

tion tool WattWatcherTM (Sente, Inc.)([S96])
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Figure 2: Example of RAM Generation

PASTEL automatically calculates delay, timing

constraint and power. For power calculation, the cir-

cuits are not reduced in order to obtain enough accu-

racy. For delay and timing calculations, the circuits

are reduced in order to get large speed-up in simula-

tion time. The detailed method of circuit reduction

will be described in Sec.3. It approximates one single

net segment (rectangle) by a RC �-equivalent circuit

and if there are more than one repetitions of the same

circuit topology, it merges them to one.

A rough 
ow of netlist generation is shown in

Fig.2. The memory synthesizer generates the en-

tire reduced order netlist of a memory of speci�ed

size (word, bit). The way to generate reduced order

netlist consists of 2 steps, 1) to remove all portions of

the circuit which are not connected to the signal of

interest, and 2) to simplify the load transistors and

RCs without any signi�cant loss of accuracy. (see

Sec.3) And we are not interested in all the signal

paths, for instance, for the memory show in Fig.2,

only the longest and the shortest signal paths are

important for delay and timing, the rest of the cir-

cuit are removed.

2.3 Characterization Phase

The memory synthesizer generates simulation

netlists for each kind of characterization as well as

signal attributes, input vector conditions and other

information needed for the characterization as de-

scribed in Sec.4. PASTEL invoke simulators, an-

alyze the resulting waveforms and output the infor-

mation. Hereafter detail of each process will be de-

scribed.

2.3.1 Generation of Simulation Netlist

The memory synthesizer generates simulation

netlists by combining extracted leaf cell netlists and

cutting the portion which has no connection to the

signal path. It also outputs physical size of the mem-

ory, signal attributes, input vector conditions and

other information needed for the characterization.

2.3.2 Generation of Input Vectors

The memory synthesizer automatically generates

input vectors and de�nition �les for each kind of

characterization. An input vector �le is �lled with

digital values in conjunction with the signal name

to be analyzed and its transition status. In a signal

de�nition �le, there are described

� Pulse-type: has each one of rising and falling

transition in a single cycle.

� Data-type: has either one of rising and falling

transition in a single cycle.

� Signal Delay Time, Pulse Width, Initial Condi-

tions.

PASTEL automatically generates necessary test

vectors for each simulator referring to input vectors

and de�nition �les. The way to generate test vectors

will be described in more detail in Sec.4.

2.3.3 Waveform Analysis

When PASTEL analyzes simulated waveforms, it

reads the signal name and signal transition status

from the input �le. For instance, for delay char-

acterization, it measures the delay time of clock or

data signals and for timing constraint, it searches



the minimum time to get the correct signal on the

output pin.

2.3.4 Output of PASTEL

PASTEL prints out data sheets or out-

puts libraries for Blossom , V erilogTM and

WattWatcherTM . The result characteristics may be

a table, the worst case, the average or an piece-wise

linear function for the post process.

3 Reduction of Memory Cir-

cuits
In this section, we present how to reduce Transis-

tor circuits. For the Transistors which don't propa-

gate the signal of interest, we simplify the load Tran-

sistors on the signal path and remove all the rest. In

general, the simpli�cation is achieved by a) replac-

ing the load node of Transistor by a simple equivalent

linear C or by a little more accurate way which is b)

connecting all the rest of the nodes (other than the

load node of Transistors) to either Vdd or Vss (this

can reduce the number of nodes in the circuit). But,

neither of them could satisfy our 100pSec timing er-

ror requirement. So, we decided to use the models

described below.

3.1 Reduction of Combinational Cir-

cuits
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Figure 4: Waveform Comparison for NAND among

various methods

An example of load NAND gate which is connected

to a signal node A is shown in Fig.3. If we ignore

the voltage change of nodes X and Y by adopting

approximation a) or b), we noticed that we could not

get enough accuracy because of voltage dependent C

of the Transistors. We remove all the stages after

this NAND, but we have to keep this NAND as it

is. In Fig.4, it can be seen that there are more than

150pSec time di�erences around at 1=2Vdd between

b) and the exact one, while there is no signi�cant

di�erence between PASTEL and the exact one. a)

also di�ers from the exact one at higher voltage. If

there are many load with similar connectivity on one

node, e�ective width of the transistors are summed

up to be replace by one large Transistor for NMOS

and PMOS respectively.
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Figure 5: Waveform Comparison for BUFFER

among various methods

The same phenomenon can be seen even for a

BUFFER. In Fig.5, the voltage point where b) leaves

from the exact waveform is higher, but, this can still

be explained in the same way. By just looking at this

stage, it seems there is no problem, but it a�ects on

the stages on the signal path after this, leading non-

acceptable error in delay calculation.

3.2 Reduction of Memory Cells

Word

Bit
Word

PreCharge
Voltage

Figure 6: Memory Cell

It can be said the same thing also for memory cells.

But, we can use its regular and precharged structure

to simplify further. One single memory cell is shown

in Fig.6. When a word line is excited , 2 pass Tran-

sistors are loaded. It can be assumed that all the bit

lines are precharged at Vprecharge in usual and it is

obvious that if the memory cell facing node of a pass

Transistor is 1, then that of the other pass Transis-

tor is 0 in spite of memorized data. This suggests

we can merge all the load pass Transistors on a row

into equivalent one (shown in the right half of Fig.6)

by multiplying each e�ective width of Transistor by

number of bit.

Now, we are using 12 types of pre-de�ned circuit

reduction patterns built in Pastel.

3.3 E�ciency of Reduction

In order to check the accuracy and e�ciency of

PASTEL reduction, we compared the results of



non-reduced and reduced circuit simulation. The

SpectreTM simulation time of the reduced circuit

was only 2% of non-reduced one and the error was

only 0.23% in delay time (see Table1).

Table 1: 64word36bit SRAM
Reduction Yes No Di�erence

Delay(nSec) 2.5478 2.5420 0.23%
Sim Time 6m40s 6h20m22s -98%
# of Elements 2141 434K -96%
# of Transistors 1174 18718 -94%

on SUN Ultra1

Table 2: 1024word72bit SRAM
Reduction Yes No

# of Transistors 1.3K 455K
# of Resisters 276 3M
# of Capacitors 823 4M
Simulation Time 10min

on SUN Ultra1
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Figure 7: Waveform Comparison of a Signal Delay

Path

In Table2 an example of larger memory is shown.

It is impossible to simulate this 1024word � 72bit

memory by SpectreTM , but after PASTEL reduc-

tion it is simulated in 10 minutes. Adding more ex-

planation, 1) by removing the portions which don't

have any connection to the signal net, it can be sim-

ulated in around 1 hour and 2) by further merging

load circuits of the same topology, it can be simu-

lated in 10 minutes. In Fig.7 it is shown how much

error introduced by a) and b) compared toPASTEL

for the memory shown in Table2. a) has 381pSec and

b) has 115pSec delay di�erences.

4 Characterization
In this section, the characterization of delay, tim-

ing constraints and power by PASTEL will be ex-

plained.

4.1 Delay

Delay time is the time di�erence from input signal

to output. It is well known that cell delay depends

on input slew and output load C, in addition memory

delay depends also on data it memorizes. By the reg-

ular structure of memory, it is obvious which are the

shortest and the longest path. PASTEL does mea-

surement only on these shortest and longest paths

with changing load Cs and memorized data. For our

case , input slew has only negligible e�ect(several

[pSec]) on total delay time.

4.2 Timing Constraint

The de�nition of memory timing constraint is the

same as sequential circuits as shown in Fig.8
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Figure 8: Timing Constraints
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For large circuits such as memory, it takes huge

amount of simulation time to get the timing con-

straints if we choose some iterative method, there-

fore, we had used an analytic method before. The

timing constraint can be obtained by �rst identify-

ing two small signal paths, one from external data-in

to the internal latch-data-in and the other is from

from an external clock-in to the internal latch-clock-

in. The constraint can then be obtained by simulat-

ing delay time of both paths, subtract the two delay

times and multiply the result by the margin to obtain

the �nal result.

The above calculations can reduce the simulation

time very much. However, there is no guarantee that

a signal will latch or that a reasonable value is calcu-

lated. An example is shown in Fig. 9. If a setup time

is close to a critical point, the data may not latch, a

nonlinear relation also exists between setup time and

delay of that memory from data-in to data-out. If

the setup time is not su�ciently large, the waveform

at the data-out shows a non-monotonic behavior as

show in the right graph while the sum of the setup

and delay time increases rapidly as shown in the left

graph. This indicates that we have to take a value

of setup time as small as possible while maintaining

smooth transition of the output waveform. In order

to do it, we need to �nd the minimum point of the
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Table 4: Elapsed Time (1024word:4bit 1port SRAM)
Measurement Time

Delay (min, max) 30m
Setup 7h
Hold 5h
Width 3h
Power 1h
Input Capacitance 1m
Total 16.5 h

on SUN Ultra1

are within 10% error against the real measurement.

This is acceptable for our designers.

Table 5: Delay Comparison
SRAM Measured PASTEL Error
Word�Bit (nsec) (nsec) (%)

32�2 d 1.9 1.9 -1.2
128�2 d 2.2 2.2 -1.6
16�1 d 2.0 1.9 -5.7
16�18 d 2.1 2.2 3.0
512�1 d 3.8 3.4 -9.7
32�1 d 2.2 2.0 -7.8
32�18 d 2.7 2.7 0.9
1024�1 d 3.9 3.5 -9.4
64�1 d 2.0 2.0 3.3
64�18 d 3.1 3.2 -4.1
128�2 ds 2.3 2.3 0.1
32�2 s 2.1 2.1 -1.6
128�2 s 2.2 2.3 4.6
128�2 2.2 2.2 0.1

d : d-latch, s : selector

In Table6, we compare Blossom simulation

(using the library PASTEL generates) with

PowerMillTM simulation. In the past, to reduce

the power simulation time, we have used a simple

method which only counts outputs transition time

at the gate level power simulation. Our new result is

much better than a simple method and keep the error

within 15% which satis�es our original requirement

of 20%.

Table 6: Power Veri�cation
0.4umCMOS/3.3[V]/20[MHz] 64[word]�24[bit]

Vec
PowerMill PASTEL err. Simple

(mW) (mW) (%) (mW)

1 4.3 3.9 -7.8 8.0
2 5.4 4.7 -12 8.0
3 2.8 2.6 -8.9 8.0

0.4umCMOS/2.2[V]/20[MHz] 64[word]�24[bit]

Vec
PowerMill PASTEL err. Simple

(mW) (mW) (%) (mW)

1 1.8 1.5 -13 3.0
2 2.1 1.8 -13 3.0
3 1.1 1.0 -9.4 3.0

7 Conclusion
We have developed a parametrized memory char-

acterization system, PASTEL . It extracts para-

sitic RCs accurately, reduces circuit size more than

90%, keeps timing accuracy within 100pSec and re-

duces simulation time by more than 2 order of magni-

tude. It automatically does input vector generation,

measurement, data-sheet and library generation. It

has considerably improved upon our previous man-

ual and less accurate memory characterization pro-

cess. Now this is successfully being used in ASIC

on-chip-memory characterization.
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