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Abstract

Earlier approaches dealt with the detection of

catastrophic faults based on IDD monitoring. Con-

sideration of the more subtle parametric faults and

the ADC quantization noise, however, is essential for

high-quality analog testing. The paper presents a new

design method for analog test of parametric and catas-

trophic faults by IDD monitoring. ADC quantiza-

tion noise is systematically considered throughout the

method. Results prove its e�ectiveness.

1 Introduction

Since analog testing is expensive for various rea-
sons, e. g. necessary equipment, evaluation of the
applicability of power supply current (Idd) measure-
ments to analog integrated circuits testing is enticing.
Testing techniques based on Idd measurements have
already proven to be a boon for testing digital inte-
grated circuits. Especially measurements of current
ow in the quiescent state (Iddq measurements) of
digital CMOS circuits are important in raising test
reliability and fault coverage [1, 2]. Furthermore wafer
probe testing disallows speci�cation testing and calls
for simple alternatives [3, 4, 5, 6]. Firstly, the oper-
ating environment vastly di�ers from the testing en-
vironment [7]. Secondly, only a limited number of
types of measurements are possible with a reasonable
accuracy. The test objective and the (automatic) test
equipment must be matched.

Until now manufacturing defects, e. g. drain to
gate shorts or unconnected terminals, that constitute
hard or catastrophic faults, have been the main point
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of interest. In [3] the correlation between changes of
the power supply current due to catastrophic faults
and DC input stimuli were the central point of inter-
est. [8], [6], and [4] use the spectrum of the power
supply current for testing. Observing the discrete
spectrum instead of the transient signal in the time
domain obviates the need to store a large amount of
data and facilitates decision taking.

The possibility of a second type of fault is to
be addressed when testing analog integrated circuits:
soft or parametric faults. Global deviations of the
manufacturing process entail a statistical distribution
of the circuit parameters and thus variations of the
system performances. While a design for manufac-

turability [9, 10] may reduce the yield loss, the remain-
ing yield loss is not negligible and the obligation to
determine tests for the detection of parametric faults
persists. Compared to catastrophic faults which hap-
pen due to excessive deviations, parametric faults are
by far more di�cult to detect [18] and thus pose a
challenge to the analog test design.

Fault detection may not necessarily be based
on speci�cation tests: power supply current mea-
surements in the frequency domain are alternatives.
[3] notices the possibility to �nd parametric faults
when employing Idd measurements, graphing the re-
lationship between the \leakiness" of a p-n junction
and fault coverage. The statistics of the parameters
were not considered. [5, 6] took the tolerances of the
circuit parameters into consideration, yet were only
concerned with the detection of catastrophic faults.

This paper presents a novel methodology enabling
a comprehensive test design aimed at go/no-go test-
ing with respect to both, parametric as well as catas-
trophic faults. A key feature of the approach is that
the speci�cations that are usually guaranteed to the
customer build the basis for the test decision, while
the decision criteria are evaluated based on the spec-



trum of the power supply current of the device un-
der test. The statistics inherent in the manufacturing
process and the measurement noise are systematically
taken into account in order to achieve a robust test de-
sign. For one, the Monte-Carlo simulations will reect
the e�ects of the manufacturing process on the circuit
performances and the power supply current. For two,
the test quality is evaluated with respect to the mea-
surement noise that is intrinsic to the analog-digital
conversion.

We detail the implications of choosing Idd mea-
surements in Section 2 and proceed in Section 3 with
calculating the measurement noise a�ecting their sig-
ni�cance. After the introduction of the parametric
fault model in Section 4 we outline in Section 5 how
to arrive at a decision rule to discriminate between
\good" and \faulty" circuits. Section 6 explains how
catastrophic faults are covered. The experimental re-
sults in Section 7 show for the �rst time that a com-
prehensive test design with respect to parametric and
catastrophic faults can be achieved by using Idd mea-
surements. A novel feature is the systematic consider-
ation of measurement noise yielding the required res-
olution of the ADC for a desired high test quality.
Section 8 concludes the paper.

2 Set-up for Idd spectral measure-

ments

There are two basic incompatibilities between dig-
ital and analog integrated circuits that interfere with
an unadapted use of Idd measurements for fault de-
tection. In the �rst place, we may observe a di�erence
in the order of several magnitudes between an impec-
cable and a faulty digital circuit, yet for an analog IC
this di�erence falls into a range of possibly less than
one magnitude. In the second place, Iddq testing
assumes the current reading to increase for a faulty
digital IC, but the sign of change is important for an
analog IC and one might just as well observe a de-
crease [3].

While these two factors already make it challeng-
ing to detect catastrophic faults, they impede detec-
tion of parametric faults. Therefore the input signal
must be carefully chosen so that the changes of Idd
are expository for faults. Like [5] we resort to a tran-
sient waveform as input stimulus, cf. Fig. 1. It is an
approximation of a rectangular wave with �nite slopes
and should be readily available in the test environ-
ment. The signal used to excite the IC is rich in energy
in the (odd-numbered) harmonics. It is expected that
more than one harmonic of the Idd spectrum bears
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Figure 1: The trapezoid input signal

signi�cant information about the circuit.

Settling for a periodical pulse and one amplitude,
we can still vary the basic frequency f0 and the DC
o�set UDC of the input stimulus. From a large num-
ber of possible combinations (f0, UDC) a preliminary
subset is automatically chosen with the help of a fac-
tor analysis based on the singular value decomposition
of the sensitivity matrix, and it is this subset that we
will later deal with when running the discrimination
analysis to determine test criteria.

To obtain the set of measurements the following
steps are to be taken: After the input signal has been
applied to the circuit for a few periods, it may be as-
sumed that the circuit is in a steady state. Then the
power supply current is sampled and digitized for one
period (cf. the next paragraph). Here we may either
probe for the Idd of the whole circuit or only part
thereof. The discrete Fourier transform of this data
set is calculated next. The RMS value, the funda-
mental, and the �rst few harmonics are extracted and
�ll the set of primary measurements. We use only the
magnitude of the coe�cients to avoid susceptibility to
time, i. e. phase shifts.

3 Measurement noise inherent to the

analog-digital conversion

The measurement set-up includes the analog sig-
nal generator, possibly a digital signal generator and a
digital capture facility (cf. Fig. 2) [13]. While [13] was
concerned with testing the analog-digital converter as
an example of a mixed-signal circuit, the relationships
derived there equally hold when using the ADC for in-
strumentation.

The quality of the analog to digital conversion is
customarily determined as follows: Assume the data
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Figure 2: Measurement setup with ADC

word to havem [bits], the input range of current read-
ings to be R [A], and the conversion function to be
linear over the input range, then the mean error q is
half of one quantization interval, i. e.

q =
R

2(m+1)
[A]: (1)

The size of m is a measure of the complexity of
the analog-digital converter (ADC). It is predeter-
mined by the available test equipment or is chosen
based upon a table provided by our method relating
the number of bits (m) to the expected test quality
(cf. Table 3).

Since the RMS value of the power supply current
of an analog IC is large compared to the changes in-
voked by the input stimulus, the input range R should
only cover the dynamic range of the Idd. This can
be achieved by taking all measurements with respect
to the mean value. The described set-up makes the
whole range of the ADC available to the measurement
of the transient waveform.

Moving to the spectral error estimation we see
the rate of conversion expressed as a multiple of the
base frequency of the input signal. This ratio equals
the number of samples taken during one period, N .
A discrete Fourier transform will yield as many sam-
ples in the frequency domain as there are in the time
domain.

If we assume the quantization error to be evenly
distributed between �

q
2
and + q

2
, we calculate the

square of its standard deviation to be �2 = (q=2)2

3

(cf. [14]). If we further assume, that the power of the
noise stemming from the quantization error can be
seen across the full spectrum, the noise oor is (cf.
[13]):

n2 =
�2

N
=

q2

12 �N
[A2]: (2)

The consideration of the measurement error is

mandatory for the discrimination analysis to be prac-
tically applicable [11]. The level n of the quantiza-
tion noise also guides the selection of the harmonics
included in the primary set of measurements. Only
those Fourier coe�cients whose mean values rise con-
siderably above the noise oor are handed to the next
phase of the test design.

4 Modeling of parametric faults

The manufacturing process is inherently stochas-
tic. This is reected on the circuit level by statistical

parameters deviating from their nominal values. For
example, the substrate doping or the oxide thickness
uctuate among a set of manufactured ICs. The sta-
tistical variations of the parameters lead to variations
of the circuit performances.

A parametric fault now occurs when a combina-
tion of parameter deviations induces a violation of one
or more of the IC speci�cations. Since this fault model
is based on circuit speci�cations and not on geometri-
cally de�ned bounds for the parameter values, we take
reference to the manufacturer's obligation to guaran-
tee circuit performances. Simulations are run in or-
der to evaluate the impact of parameter deviations on
the speci�ed performances and on the \test" perfor-
mances. The later comprise the Fourier coe�cients
from Idd measurements, our primary measurements.

The uctuations of the statistical parameters
must be clearly visible in these measurements. A com-
bination of the factor analysis mentioned in Section 2,
to provide a set of predictive input stimuli, and dis-
crimination analysis, to �nd the minimum number of
measurements, proved to be successful for the circuit
under test in Section 7.

5 Designing test criteria

Having the results of a set of Monte-Carlo simula-
tions at hand one is left with the task of determining
decision rules to allocate sample elements to either
the subset of good or the subset of faulty circuits.
To obtain robust results we use linear discrimination
analysis [15, 5, 11]. A circuit is �nally accepted as
\good" if the corresponding sample element satis�es
the allocation rule. The goal is to �nd the allocation
rule that minimizes the possibility of misallocation.

The process of �nding an appropriate allocation
rule must be repeated for each speci�cation. The allo-
cation rules basically consist of a linear combination
of the primary measurements and an accompanying
threshold. The weights of the linear combination are



a result of the discrimination analysis, as well as the
threshold, which can be adjusted with preference to
either the yield or the fault coverage.

These percentages are the two major indices of
the quality of the resulting test design. The fault cov-
erage is calculated as the ratio of correctly as faulty
quali�ed circuits and the total number of faulty cir-
cuits. It is indirect proportional to the number of test
escapes. The yield coverage is calculated as the ratio
of correctly as good quali�ed circuits and the total
number of good circuits. This accounts for the good
circuits that are wrongly rejected by the designed test
criteria. The closer these two quality indices approach
100%, the higher is the quality of the resulting test.

We will contrast in Section 7 the �nal test qual-
ity in terms of the yield and fault coverage that can
be achieved for each speci�cation with the resolution
of the test equipment in terms of the number m of
bits of the ADC. For the �rst time this relationship is
established.

6 Consideration of catastrophic faults

Since the test design is primarily aimed at de-
tecting the very subtle parametric faults, we con�-
dently turn to the detection of catastrophic faults,
which are usually considered to be much more eas-
ily testable [18]. In the previous section we included
the statistical parameters in our circuit simulations
to model parametric faults. In this section all the pa-
rameters are left at their nominal value, but to model
catastrophic faults the net list is altered to accom-
modate the most common transistor defects: gate to
drain short, gate to source short, open source contact,
and open drain contact [16]. Only one of these faults
is included at a time.

A catastrophic fault may be discernible by the loss
of functionality or a degraded performance. To com-
pare our results with speci�cation testing, two sets of
simulation results are assembled. On the one hand,
speci�cation tests are run to verify whether speci�-
cations are violated in the presence of a circuit fault
and thus whether the fault can be discovered by means
of speci�cation testing. On the other hand, alterna-
tive tests with Idd measurements are run to evaluate
the possibility of disclosing the fault via the testing
method suggested in this paper.

From these results we can deduce how a para-
metric test design compares to speci�cation testing
when trying to detect catastrophic faults. E. g. for
our circuit example we can show that all faults that
lead to a violation of any of the speci�cations can
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Figure 3: Operational ampli�er as circuit under
test

Table 1: Circuit performances and their speci-

�cation bounds

GBW SR+ SR� �Vout

> 3.0 MHz > 3.5 V/�s > 3.5 V/�s > 3.0 V

be detected via Idd spectrum testing. In accordance
to [11], catastrophic faults can be very well detected
by application of parametric test criteria which are
based on most sensitive measurements.

7 Experimental results

As circuit under test we chose the operational am-
pli�er whose schematic is shown in Fig. 3. Its four
speci�cations are given in Table 1. Three types of
speci�cations {DC, AC, and transient{ are covered.
The temperature at which all speci�cations had to be
guaranteed was 100�C. For the simulation of the Idd
measurements we set the ambient temperature in the
circuit model to 30�C. The amplitude of the input
signal was kept at 1 V.

The combinations of base frequency and DC o�set
of the input stimuli can be derived from Table 2. It
is a subset of stimuli that was selected according to
Section 2. Since the table has eight di�erent entries
and we considered eight coe�cients obtained by the
DFT, namely the DC value, the fundamental, and the
�rst six harmonics, we had a reservoir of sixty-four
primary measurements.

Since the quantization error is systematically con-
sidered in the test design, we may include the compa-
rably large number of coe�cients in our set of mea-



Table 2: Set of test input stimuli considered for
the test design

DC o�set UDC [V] Frequency f0 [kHz]

1.5 1.00 300

2.5 1.00 2.59 44.8 300

3.5 1.00 300

surements. Those harmonics that cannot be deter-
mined with su�cient accuracy are removed by the al-
gorithm and can have no detrimental e�ect on the test
quality or robustness.

Following the circuit analysis described in [17] we
determined the worst-case points for each speci�ca-
tion. The worst-case point is the closest point in the
space of statistical parameters (geometrically \close"
with respect to parameter correlations and variances)
at which the circuit performance reaches the bound
set by its speci�cation.

For each speci�cation we ran Monte-Carlo simu-
lations centered around the worst-case point (with a
sample size of 200), which together with Monte-Carlo
simulations centered at the nominal point (with again
a sample size of 200), constituted the training sample
for the corresponding discrimination analysis. The
veri�cation was accomplished with a set of Monte-
Carlo simulations with a sample size of 500.

According to Eq. (2) we calculated the measure-
ment error for di�erent word sizes of the analog-digital
converter. For each word size we reduced the number
of measurements used by obeying the rule given at the
end of Section 3 and by examining subsequent runs
of the discrimination analysis (Section 5) where the
number of measurements used was varied. The later
implies that for each word size and for each speci�-
cation there is a minimum number of measurements
where test quality can be no more improved by in-
creasing this number.

Fig. 4 depicts graphically the situation at such a
point. In the case of a 10 bit ADC and regarding
speci�cation \SR+" the usual trade-o� between yield
and fault coverage can be satisfactorily solved, i. e.
the test quality peaks at 100% for the optimum test
threshold.

Table 3 provides the details where we employ a
generic value calculated as the quadratic mean of the
yield and fault coverage to gauge the test quality. Ta-
ble 4 lists the total number of catastrophic faults, the
number of faults detected by speci�cation testing, and
the number of faults detected by the testing method

Table 3: Word size of the ADC versus test

quality

# of Bits GBW SR+ SR� �Vout total

8 99.5% 85.7% 99.9% 96.5% 81.9%

10 99.6% 100% 100% 98.5% 98.3%

12 99.7% 100% 100% 99.9% 99.7%

14 100% 100% 100% 100% 100%

16 100% 100% 100% 100% 100%

Table 4: Results for catastrophic faults

Nr. Perc.

Total number of faults considered 46 100%
Speci�cation testing 46 100%
Idd measurements 46 100%

described above. In Table 3 and 4 it becomes appar-
ent that our method yields outstanding results with
respect to parametric as well as catastrophic faults.

8 Conclusions

We have shown that Idd measurements are a
wieldy instrument to detect both, parametric and
catastrophic faults. If the set of measurements is
based upon the power supply spectrum, the circuit
under test can be readily checked against all given
speci�cations and a list of catastrophic faults. The

fault coverage

100%

95%

90%

85%

80%

75%

70%

Test threshold

yield coverage

Performance: slew rate (+)

Figure 4: Yield and fault coverage for speci�-

cation \SR+" versus test threshold



amount of on-line calculation needed can be kept low.
The detectability of parametric faults, expressed in a
high fault and yield coverage, depends on the quality
of the ADC. However, it is possible to construct a ro-
bust testing procedure using discrimination analysis
based upon Fourier coe�cients as the set of measure-
ments. A reasonable yield and fault coverage can be
obtained, underlining the importance of Iddmeasure-
ments for mixed-signal testing.
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