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Abstract
This paper presents a technology mapping approach for

the standard cell technology, which takes into account both
gate area and routing area so as to minimize the total
chip area after layout. The routing area is estimated us-
ing two parameters available at the mapping stage; one is
the fanout count of a gate, and the other is the “overlap
of fanin level intervals”. To estimate the routing area in
terms of accurate fanout counts, an algorithm is proposed
which solves the problem of dynamic fanout changes in the
mapping process. This also enables us to calculate the gate
area more accurately. Experimental results show that this
approach provides an average reduction of 15% in the final
chip area after placement and routing.

1 Introduction
In the hierarchical design of digital systems, the inter-

connect information is only available at the low level of
the design process. While the lower level design has more
detailed interconnect information, it is limited in changing
the netlist of a circuit. As VLSI fabrication technologies
are entering Gigahertz frequencies and device dimensions
are shrinking to the deep submicron region, the intercon-
nect area and interconnect delay are more and more do-
minating the whole chip area and the circuit delay. There-
fore, it is crucial to take into account the interconnect in-
formation at higher levels of the design process, such as
technology mapping, where there exists more freedom to
restructure the circuit [1].

Because of lacking the accurate geometrical informa-
tion of gates and nets, the interconnect information can
only be estimated at higher levels of the design process.
For this reason, many previous technology mapping tools
concentrate on minimizing the gate area as an approxima-
tion to area optimization. Recently it has been realized
that a solution to the challenge posed by the new IC tech-
nologies is to improve the interaction between logic syn-
thesis and layout tools. Addressing interconnect issues
at the technology mapping stage has become a necessity
because structural and functional flexibilities available in

technology mapping can indeed be exploited to greatly im-
pact the routing cost of the circuit. For area optimization
as considered in this paper, it requires to shift the focus of
technology mapping tools from traditional “gate area opti-
mization” to “chip area optimization”.

The main contribution of this paper is to consider both
gate area and routing area so that the mapped circuits have
smaller chip areas after layout. The routing area is es-
timated using the parameters extracted from the network
structure; one is the fanout count and the other is the over-
lap of fanin level intervals. The fanout count is an impor-
tant factor affecting the mapped circuits because it is re-
lated to not only the estimation of routing area but also
the calculation of gate areas in the tree based mapping ap-
proaches. Traditional mapping algorithms take the fanout
count in the original subject graph and use it as a constant.
However, the fanout count is changing dynamically in the
mapping process. Therefore, we propose an algorithm to
predict and update the fanout changes so as to calculate the
gate area and also to estimate the routing area more accu-
rately.

The rest of the paper is organized as follows. Section
2 briefly reviews the previous achievements. Section 3 de-
scribes our approach. Section 4 presents the experimental
results to evaluate the proposed approach. Finally, conclu-
sions are made in Section 5.

2 Background
There have been several research achievements con-

sidering the routing cost during logic synthesis. Pedram
and Bhat [2] proposed a layout driven synthesis approach
which produces a logic synthesis solution and a “compan-
ion” placement solution simultaneously. The technique
used here is to extract common divisors considering the
normal cost function of literal savings and a cost func-
tion of estimated interconnect lengths. To compute the
cost function of interconnect lengths, the sub-circuits re-
lated to eachnode function are placed before extraction.
During extraction, the wire length needed to connect the
extracted divisor (new node) and its fanout nodes in the



network before and after extraction are calculated. More
recently, Vaishnav and Pedram [3, 4] proposed approaches
that consider the routing cost during logic extraction. Two
simple routing cost functions were proposed in [3]; one
was based on the minimization of fanout range and the
other was based on the minimization of fanout range over-
lap. Another routing cost function that characterizes rel-
ative net lengths based on their pin-count was proposed
in [4], in which the relative net length of a net withn pins
is estimated to be

p
n+1
2

n�1
n+1. These routing estimations to-

gether with the literal saving cost function were used for
finding “good” divisors.

While all above approaches are in the area of multi-level
logic optimization, Pedram and Bhat [5] also proposed a
technology mapping tool calledLily, which estimates the
interconnect dependent contributions to circuit area by re-
ferring to a dynamically updated global placement of the
Boolean network. Like in [2], technology mapping was
incorporated with the global placement so that the infor-
mation of placement can be used to estimate the routing
cost. The routing cost is calculated according to the wire
length extracted from the placement information.

In this paper, we propose an approach that performs
technology mapping for minimizing both gate area and
routing area. UnlikeLily [5] which incorporates technol-
ogy mapping with placement, we minimize the chip area
using the following new techniques.

3 Mapping Techniques
Technology mapping can be formulated as a DAG (Di-

rected Acyclic Graph) covering problem [6]. The Boolean
network to be mapped is represented as a DAG, called
the subject graph, using a set of chosen base functions
(e.g., NAND gate and inverter). Similarly, gates in the li-
brary are represented as DAGs, called thepattern graphs,
using the same base functions. Technology mapping is
then the problem of finding an optimal cost covering of
nodes in the subject graph using available patterns. There
have been quite a lot of research achievements in this
area [7, 6, 8, 2, 5, 9], from which it is found that the
tree covering approach proposed by Keutzer [6] is an ac-
ceptable approximation to the general graph covering ap-
proaches for cost functions involving area, delay, and com-
binations thereof [8]. In the tree covering approach, the
subject graph is partitioned into a forest of trees by break-
ing it up at each multiple-fanout point. Its main problem
is that it does not allow any match across multiple-fanout
points, and thus no tree overlap is allowed. In [10, 8], an
alternative approach was used, in which the library is al-
lowed to have non-tree patterns and the subject graph is
a general DAG. Starting from the primary inputs, subject
DAG nodes are traversed in a depth-first manner. All pat-
terns that match at a node are enumerated, and the min-
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Figure 1: Effect of multiple-fanout points.

imum cost match is stored for the node. This approach
works well for most circuits [8], and so it is used in this
paper.

Definition 1: A match at noden is a part of the subject
graph rooted at noden and covered by one of the pattern
graphs.

Most of the previous mapping algorithms for area opti-
mization are focused on minimizing the gate area. So in the
cost function which directs the selection of best matches,
only gate area is involved. Improvements are to be ex-
pected if both gate area and routing area are considered in
technology mapping. Therefore, we use two cost functions
to represent the cost of a matchm, one is the gate area cost
and the other is the estimated routing area cost.

Let SGA(m) be the summation of gate area (or gate cost)
at matchm, andSRA(m) be the summation of estimated
routing area (or routing cost) at matchm. For the strictly
tree-based mapping approach, they can be calculated as
follows:

SGA(m) = gate(m)+ ∑
mi2Fin(m)

SGA(mi) (1)

SRA(m) = routing(m)+ ∑
mi2Fin(m)

SRA(mi) (2)

Here,gate(m) refers to the area of the physical gate corre-
sponding to matchm, routing(m) represents the estimated
routing area of matchm, andFin(m) represents the set of
inputs to matchm. The calculation of gate costSGA(m) is
simple, and similar to that in [7]. The estimation of routing
costSRA(m) will be discussed later.

In our approach, non-tree patterns are allowed. So
the propagation of costs from the multiple-fanout points
should be considered carefully. As shown in Figure 1,
suppose the gate cost of the best matchmn at noden is
SGA(mn). SGA(mn) will be propagated to each ofn’s
fanouts when they are being mapped. LetSGA(mni ) be
the gate cost atni and gate(mni ) be the area of the gate
of matchmni , i 2 f1;2; � � �; jg. The heuristic to calculate
SGA(mni ) is

SGA(mni ) = gate(mni)+1= j �SGA(mn)+Si (3)



whereSi is the summation of the gate areas propagated
from other inputs of gateni. This heuristic is known to
give good results in most cases [8]. So we will use this
heuristic to calculateSGA(mni ) and alsoSRA(mni ). Appar-
ently, the fanout countj will affect the cost of the match,
and thus the choice of the best match atni. In the previ-
ous mapping algorithms for area optimization, the fanout
count in the subject graph is taken and used as a constant
when calculating the propagation of gate areas. However,
the fanout count is most likely changing in the mapping
process.

In the following, the estimation of the routing cost will
be discussed first. Then the dynamic change of fanout
counts is investigated, and the techniques to deal with this
are proposed.

3.1 Estimation of routing cost
Many parameters contribute to the routing cost. In [11],

20 parameters were used to find their influence to the net
length based on a large set of benchmark examples. It is
shown that the fanout count is the most important factor
affecting the net length. This is reasonable because a multi-
pin net usually spans a longer distance than a 2-pin net and
it also complicates the subsequent layout process. There-
fore, the fanout count is used as a factor in our routing cost
function.

It is shown in [3] that minimizing the fanout ranges of
extracted divisors (nodes) in multi-level logic optimization
will help to distribute nets uniformly on the chip, which
reduces the routing congestion, and so the routing cost.
In technology mapping, the fanout range of a node is un-
known when this node is being mapped. However, the
uniform distribution of nets can also be achieved if it is
possible to bring all fanin nodes of a node close toeach
other according to the geometrical or topological distance.
While the geometrical distance is unknown at this stage, a
topological distance is used here, which is based on a con-
cept called the overlap of fanin level intervals. The level of
a node is known as the number of nodes along the longest
path from primary inputs to this node.

Definition 2: Assumem is one of the matches found
at the node being mapped, andFin(m) is the set of fanin
nodes to matchm. For eachnoden 2 Fin(m), the level
of n, denoted asLEV(n), is known in the mapped net-
work. Let MAX LEV be the maximum level of nodes
in Fin(m). Then the overlap of fanin level intervals
for m, denoted asOVL(m), is defined asOVL(m) =
∑n2Fin(m) (MAX LEV�LEV(n)):

Figure 2 shows a simple example how to calculate
OVL(m). Let the inputs to a matchm be a, b, c, andd.
Fanin nodesa andb are primary inputs whose level is 0,
and fanin nodesc andd are intermediate nodes whose lev-
els are 7 and 4, respectively. Then the overlap of fanin level
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Figure 2: Illustration of overlap of fanin nodes.

intervals for matchm is 7+7+3= 17.
Definition 3: Assumem is one of the matches at node

n, the routing area caused by this matchm is estimated to
berouting(m)= Fc(n)�Fcost+OVL(m)�OVLcost; where
Fc(n) is the fanout count of noden, OVL(m) is the overlap
of fanin level intervals for matchmatn, Fcost is the weight
of fanout cost, andOVLcost the weight of overlap cost.Fcost

andOVLcost are related to the implementation technology
and the circuit size, which will be given in Section 4.

With the above definition, we are able to determine
the routing cost of a matchm, SRA(m). In the map-
ping process, both the gate costSGA(m) and the routing
costSRA(m) are calculated for each matchm according to
equations (1)–(3). Assumebmn is the current best match
of noden found so far, and its costs areSGA(bmn) and
SRA(bmn). If, for a new matchm, either of the two condi-
tions

1. SGA(m)� SGA(bmn)=α andSRA(m) < βSRA(bmn)
2. SGA(m)< αSGA(bmn)

is satisfied, matchm is considered to be better thanbmn,
and will replacebmn to become the new best match for
noden. Here,α (0< α� 1) andβ (0< β � 1) are two pa-
rameters used to tradeoff the gate cost and the routing cost,
and they will be discussed and given in the experimental
section.

3.2 Fanout changes
The fanout count is used as a key factor in our routing

cost estimation. However, the fanout count is changing in
the mapping process. Suppose that a match at noden of
Figure 3 is a gateblf00101with inputsa, b, andc. While
the original fanout count of nodeb in the subject graph is
3, it becomes 2 if this gate is selected as the best match at
noden.

The fanout count which really affects the chip area is
the one in the mapped circuit rather than that in the sub-
ject graph. An ideal solution is to use the fanout count
in the mapped circuit to calculate the propagation of gate
areas and routing areas as well as to estimate the routing
area. The problem is that this count is not available un-
til the mapping process terminates. In the following, we



(XOR)

(blf00101)
d

OUTi
OUTj

d a b

k nk

n

c

cba

a

Figure 3: Dynamic changes of fanout count.

propose an algorithm to solve this problem.

3.2.1 Logic cone based mapping routine

To deal with the fanout changes, we first apply a mapping
strategy that the mapping proceeds one logic cone followed
by another. To do so, we partition the subject graph into a
set of logic cones, each of which corresponds to one pri-
mary output. As shown in Figure 3, there are two logic
cones; one corresponds toOUTi and the other toOUTj .
We map one logic cone first, traversing from its transitive
primary inputs to the primary output. All the changes of
the fanout count are calculated and updated. Then we se-
lect another logic cone and map it in a similar way. The
updated fanout count ofeachnode is used in calculating
the gate cost and estimating the routing cost, and it may be
further updated when mapping the current logic cone.

As an example, assume the logic cone associated with
the primary outputOUTj in Figure 3 is being mapped now.
Let the best match at noden be gate blf00101. While the
fanout count of nodeb in the subject graph is 3, its actual
value is 2 if this gate is selected. So this fanout count is
updated and will be used when mapping other logic cones.

By mapping one logic cone at a time, the more accu-
rate fanout count can be used. However, the fanout count
updated in this way is still not exactly the same as the one
in the mapped graph. This can be illustrated in Figure 3
as well. Assume the logic cone associated withOUTj has
been mapped, and the logic cone related toOUTi is being
mapped now. Let the best match at nodek be an XOR gate
with inputsd anda. In this case, the fanout count of node
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Figure 4: An example of the reconvergent paths.

a is reduced from 4 to 3. Recall that the fanout count of
a was considered to be 4 when the logic cone related to
OUTj was being mapped. This implies that the area cost
calculated in the previous logic cone is not correct any-
more. So we propose another technique to further consider
the fanout changes.

3.2.2 Prediction of fanout changes

Although the exact fanout count can be obtained only after
the whole mapping process terminates, there are some fea-
tures we can use to predict fanout changes. We restrict our
concerns to the multiple-fanout nodes because only these
nodes will affect the propagation of gate area and routing
area. It is easy to note from Figure 3 that the fanout count
of a multiple-fanout node may decrease if there are recon-
vergent paths from the multiple-fanout node to the node
being mapped.

Definition 4: A pair of reconvergent paths associated
with noden is defined as two paths which start fromn and
converge to another node.

Figure 4 shows an example of reconvergent paths. It can
be seen that pathsA�D�E andA�C�E are a pair of re-
convergent paths. Similarly, pathsB�D�E andB�C�E
are a pair of reconvergent paths, and pathsA�C�E�F
andA�F are another pair of reconvergent paths. By de-
termining the number of reconvergent paths, we predict the
potential changes of fanouts during the mapping process.
Recall that our mapping approach is not a real DAG-based
covering approach, but allows non-tree patterns in the pat-
tern graphs. Therefore, to reduce the search space, we only
consider those reconvergent paths within a tree. Under this
assumption, the reconvergent paths such asA�C�E�F
andA�F are not considered to contribute to the fanout de-
crease ofA because the pathA�C�E�F passes through
another multiple-fanout nodeE. Another condition is that
the maximum number of pairs of reconvergent paths at a
multiple-fanout node should be less than its fanout count.
This is because there is no match across the multiple-fanout
node in our mapping process. So in our approach, a simple



search step is applied to each multiple-fanout node of the
subject graph. Starting from one multiple-fanout node, the
number of pairs of reconvergent paths within a tree is deter-
mined. If this number isN, we predict that the fanout count
of noden is Fc(n)�N, whereFc(n) represents the original
fanout count of noden in the subject graph. For the subject
graph shown in Figure 4, it is easy to determine thatN is
equal to 1 for nodesA andB. So the predicted fanout count
of nodesA andB is 2 and 1, respectively. This predicted
fanout count will be used to estimate the routing cost and
to calculate the propagation of gate areas and routing areas.
If the predicted fanout count differs from the actual value
during the logic cone based mapping process, the fanout
count of related nodes will be modified.

4 Experimental Results
The proposed approach has been implemented under

the SIS [10] environment. The inputs to the mapper are
the circuits optimized using the SIS optimization script
script.rugged. These optimized circuits are then fed into
the SIS mapping algorithm and the proposed algorithm.
The library used for the experiments isstdcell22.genlib,
for which we have the physical descriptions for place-
ment and routing. The proposed mapping approach is
called MIGO (Mapping for both Interconnect and Gate
Optimization). Both SIS and MIGO used the same decom-
position algorithms and base functions (NAND gate and
inverter) to construct subject and pattern graphs. Two sets
of mapped results were fed into the same layout tool to get
the final chip area for comparison. GORDIAN [12] was
used for placement, TimberWolf [13] for routing.

For the SIS mapping, we use the recommended com-
mand for area optimization (map -m 0.0). For the MIGO
mapping, the tradeoff parameters should be determined
during the experiments. In our experiments, the default
values ofα andβ were set to be 0.95 and 0.7 respectively,
which means that about 5% gate cost increase is allowed
when selecting a current match to be the best match as long
as the routing cost of this match is over 30% less than the
original one. Bothα andβ are dependent on the implemen-
tation technologies and the sizes of circuits. In our exper-
iments, the implementation technology was not changed.
The influence of different circuit sizes was adapted to the
estimation of routing cost. So we used the default values
in the whole set of experiments. For the parameters related
to the routing cost, we determine them based on the exper-
iments, and setfFcost;OVLcostg = f7;0:5g for the big cir-
cuits (des, C5315, andC6288) and setfFcost;OVLcostg =
f2;0:3g for other circuits.

The experimental results are shown in Table 1. The
columns labeled withg area, delay, andc area represent
the total gate areas, the circuit delay, and the final chip
area. The total gate areas were obtained after technology

mapping, the delay was calculated using the Elmore delay
formula based on the star model after placement, and the
chip area was provided by the router. As shown in column
10 of Table 1, the circuits produced by MIGO require 15%
smaller chip area, on average, when compared with those
produced by SIS. Moreover, the delay of MIGO results was
not deteriorated when achieving area reduction. While 3%
delay reduction (column 9) was mainly caused by the ex-
ampledes, it should be noted that, on average, the delay of
circuits mapped by MIGO is still less than that of circuits
mapped by SIS even without consideringdes.

A careful investigation of Table 1 shows that less gate
area does not always lead to less chip area (e.g.,C5315
andZ9sym). This justifies our claim that technology map-
ping considering only the gate area is not sufficient for
achieving the minimal chip area. Column 8 also shows that
MIGO provided mapped circuits with less gate area (6%
less). This was mainly achieved by the fanout prediction.
The fanout prediction enables us to calculate the propaga-
tion of gate areas and routing areas more accurately, thus
directing the correct selection of the best match. Compar-
ing column 8 with column 10 shows that the chip areas
were reduced more than the gate areas. This implies that
the routing cost is an important factor affecting the chip
area and that MIGO provides mapped circuits which re-
quire less routing cost.

It is difficult to present a fair comparison between
MIGO and other contributions that also consider the rout-
ing cost in logic synthesis because most of them are in
the area of multi-level logic optimization [3, 4, 2] except
the toolLily [5] which combines technology mapping and
placement. However, we cannot compare MIGO withLily
directly because it was not reported what kind of optimized
circuits Lily used. Nevertheless, if only the results after
layout are concerned, we feel confident to say that MIGO
provides better results thanLily (Lily requires average 5%
smaller chip area when compared with MIS [14], the for-
mer version of SIS, on the basis of 15 examples using the
same placement and routing tools as we used.) and also
other approaches in [3, 4, 2]. This is mainly because MIGO
considers the fanout changes in the mapping process so that
the estimation of routing cost and also the calculation of
gate cost become more accurate.

5 Conclusions and Future Work
An approach for minimizing chip area in technology

mapping was presented in this paper. Two methods were
proposed; one is to consider the routing cost and the other
is to predict the fanout changes. By considering the routing
cost, the mapped results can become a better starting point
for layout. The routing cost function is estimatedaccording
to the fanout count and the overlap of fanin level intervals.
By predicting the fanout changes, the calculation of gate



Name SIS MIGO Percentage
g area delay c area g area delay c area g area delay c area

z4ml 656 8.80 744�199 456 7.85 536�159 0.695 0.892 0.576
f51m 1448 22.23 809�427 1208 21.1 689�347 0.834 0.949 0.692
rd73 1048 10.34 609�323 1032 11.28 609�283 0.985 1.091 0.876
rd84 2216 13.94 841�623 2232 13.33 849�519 1.007 0.956 0.841
5xp1 1872 21.63 721�559 1776 18.35 681�487 0.949 0.848 0.823
cm150a 720 6.15 792�215 672 6.07 744�207 0.933 0.987 0.904
Z9sym 3424 14.93 1009�891 3440 13.94 985�803 1.005 0.934 0.880
b9 2072 7.67 817�575 1840 7.44 737�527 0.888 0.970 0.827
apex2 3992 11.22 1153�867 3752 11.86 1049�739 0.940 1.057 0.775
ex5 5032 24.16 1345�1119 4808 22.71 1153�1127 0.955 0.940 0.863
too large 5768 13.99 1707�617 5672 14.16 1662�586 0.983 1.012 0.925
duke2 7480 24.33 1625�1507 7336 25.44 1561�1491 0.981 1.046 0.950
C432 3064 36.05 961�915 3056 38.03 953�787 0.997 1.055 0.853
C880 6256 30.06 1433�1151 6224 33.55 1473�1023 0.995 1.116 0.914
C1355 6960 18.54 1393�1099 6504 17.42 1289�987 0.934 0.940 0.831
C1908 7632 28.67 1537�1187 7032 26.71 1393�1115 0.921 0.932 0.851
i9 10248 41.53 2001�2143 8944 39.33 1849�2019 0.873 0.947 0.871
dalu 14728 40.12 2713�1295 13976 39.71 2536�1212 0.949 0.99 0.875
i8 16240 31.84 2746�1774 15752 30.88 2595�1608 0.970 0.970 0.857
C5315 24616 26.17 2825�2639 25000 27.55 2737�2479 1.016 1.053 0.910
pair 25808 37.60 3524�2197 25824 36.55 3515�2119 1.001 0.972 0.962
C6288 49728 88.66 4647�2298 43088 96.06 4233�2280 0.866 1.083 0.904
des 51656 60.64 4697�6179 50528 32.176 4609�5403 0.978 0.531 0.858
average 0.94 0.97 0.85

Table 1: Comparison of experimental results.

areas and the estimation of routing cost become more ac-
curate, thus directing the mapping to achieve better results.

We are now enhancing MIGO to involve delay opti-
mization. As the circuit delay is path-oriented, new routing
cost functions and mapping strategies are being studied.
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