AFTA: A Formal Delay Model for Functional Timing Analysis

V. Chandramouli, Jesse P. Whittemore, and Karem A. Sakallah
EECS Department,
The University of Michigan,
Ann Arbor, MI 48109-2122, USA

Abstract the formal model of delay. This paper focuses on the latter,
with the former being discussed elsewhere. This paper is

Despite its importance, we find that a rigorous theoreticalorganized in 5 sections as follows. In the next section, we
foundation for performing timing analysis has been lackingvery briefly review the relevant concepts of the waveform
so far. As a result, we have initiated a research project thatalculus. In Section 3, we present the semantics of AFTA
aims to provide such a foundation for functional timing and show how it differs from other models that bear a
analysis. As part of this work we have developed arsuperficial similarity to AFTA. In Section 4, we describe
abstract automaton based delay model that accounts fothe operation of AFTA with a couple of examples. Finally,
the various analog factors affecting delay, such as signalsve conclude the paper in Section 5.
slopes, near simultaneous switching, etc., while at the same

time accounting for circuit functionality. This paper pre- 2 The Waveform Calculus: A Resume
sents this delay model.

The waveform calculus is a symbolic model of digital
circuits that was proposed in [14] to link circuit timing and
] ) ) .. function. Symbolic waveforms are used in the calculus to

With th? adveqt of deep submicron technologles, dIg"model logic waveforms. Therefore, the waveform values
tal abstraction, which has served as an efficient means fof.e goolean functions defined over an appropriate basis
doing synthesis and analysis, is widely perceived to be fallY/ariable set rather than the Boolean constants 0 or 1. As an
ing apart. _C‘?”S‘aque“t',yy th_e noti_on of dela_y, which is at th%Xample, we show the symbolic simulation of the XOR cir-
core of timing analysis, is being questioned [15]. We (it ynder the state-dependent delay model [17] shown in
believe that this is the result of the lack of a rigorous founFig_ 1(a). BDDs [4] were used to manipulate the waveforms

d_at_ion for tim_ing. Trqditionally, both delay modeling gnd at the internal nodes. The waveforms at the primary inputs
timing analysis algorithms have been developed by dn‘fer—are typically represented by Boolean variables (in this

ent schools of thought. Delay modeling has usually beer&asexl, X, and X ) which are called the basis variables.

' 88ymbolic waveforms thus represent a family of waveforms.
been on accurate delay valcglculation[9, 13, 16] rather o example, in Fig. 1(a), for different assignments of 0s

than aformalizationof the notion of delay. On the other 54 15 to the basis variables, a variety of logical waveforms
hand, on the timing analysis front, computer scientists havg; , ~an pe generated.

used simplistic delay models like transport delay (with suit-
able “add-ons” like rise-fall, inertial, etc. for improved
accuracy) with graph-based algorithms. Most initial

approaches ignored circuit functionality and importantwe introduce the notion dunctional abstraction, where

“analog” effects like signal slopes and near-simultaneougne or more of the basis variables can be abstracted away.
switching of inputs (proximity effect) altogether leading to |, Fig. 1(b), we show the same simulation run with variable

|r?cor.rect esgmates of d_elay. In an attemPt, to .account _forxl abstracted away. The resulting waveforms are now
circuit function, many different local sensitization condi-

. called partially-specified waveforms and the waveform val-
tions ([2, 6, 10, 12) have been proposed recently, none Qfgg are now Booleafunction intervalg3]. An additional

which have been met with universal acceptance. Moreove,achanism in our calculus to cope with complexitiers-
these approaches ?t'" do nlot.account fF’f effects like S!gnaﬂoral abstraction, where transition instants that are not of
slopes. Thus, the field of timing modeling and analysis 'Snterest are abstracted away. This is of particular impor-

marked by confusion. tance for timing analysis where we are often concerned

with the first and last event times. For example, in Fig. 1(c),

To alleviate this problem, we are developing a rigorousihe instant = 7 has been abstracted away from the wave-
theoretical framework at the University of Michigan for ¢, giving rise to the partially-specified wavefon

performing functional timing analysis that retains the effectp,ialy-specified waveforms are also convenient to repre-
of analog factors like signal slopes for accuracy. This theggpt signal slopes. For example, referring to Fig. 1(c), for
ory has two components: 1) Waveform calculus [14], whichy, o assignment, = 0,x, = 1,andx; = 1 , one inter-

links circuit function with timing, and 2) AFTA, which is

1. Introduction

In most realistic circuits, the number of basis variables
will be large. Therefore, in order to deal with complexity,
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(c) Temporal abstraction (d) The(C)hangederivative

Fig. 1. Waveform calculus concepts

pretation can be that the signal is falling fran¥ 5 to y, (t) Lv.RVHV.F
-6 D L 3
('[) Y1
. o Y2 R4 = Fy,Fy,+FyHy,+Hy,Fy, Rw[0[2]2]0
The notion of wavefornderivativesis central to the Fzl= Ry,Ry,+ Ry,Hy, +Hy,Ry, Hy 0[2]0]3
calculus since it captures the conditions under which a sig- Y1 Fy,[0[0[3]@
nal will change. The®)hangederivative of a waveform yz—l_ delay model
w(t)(X) is given by:

2
Cw(h(X) = lIm [w(t-£)() Dw(t+e)(¥)] @) 2 — -,

Fig. 2. From derivatives to delay
o ) ) _ lus machinery, we derive the conditions under wizcft)
Note that this itself is a symbolic waveform as shown injji rise or fall (Fig. 2). Since delay is state dependent, we
Fig. 1(d). A non-zero value of ti@derivative indicates the  5g55qciate different delays with each of the six conditions. It
signal could potentially change. TK)isingderivative is s how the task of the delay model, AFTA, to produce the

given by: true outputz(t) fronz(t) using a delay value appropriate
o for the current input conditions. Referring to Fig. 2, if both
RW(H(X) = CW(t)(X)J'TOW(t_S)(X) (4)  inputs were falling, AFTA would make(t) risirafter a

delay of 2 units as shown.

Similarly, the other three derivative§;)élling, (H)igh, and ) .
(L)ow, can be defined. For lack of space and ease of presen- 'The notion of delay valug Comp‘EJtatlon is an orthoq’o-
tation, in the rest of the paper we will consider non-sym-nal issue. We use the generic term “delay macromodel” to

bolic waveforms only and therefore drop the explicit denote the entity that computes the delay value. The gate
dependence of the waveformsXn could be precharacterized and the delay macromodel

implemented as a lookup-table; however, if such a prechar-
The relationship between the derivatives and delay j@cterization is not possible, the delay macromodel could be

explained in Fig. 2. We associate a zero delay ouzpl(t) a simplified timing simulation for the specific input config-
with each gat1e It is simply the instantaneous Boolean uration. We assume that these delay values are available on

function of the input waveforms. From the waveform calcu-demand through a suitable function call. The semantics of
AFTA are now discussed in the following section.

1. We use the word “gate” to denote both the usual AND-OR-INV
gates as well as channel connected components (CCC).
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(a) Discrete state transition function  (b) Operation of the timers

An analog signal can be abstracted into the digitalLoopP: while ( I, >0)
domain as shown in Fig. 3(a). It has been shown that, fo{
timing purposes, the unity differential gain points of a if (aninputeventatt= ) t0]
gate’s DC voltage transfer curvé; am, , are the {_ _ o
appropriate candidates for the logic thresholtis, \pd ~ if  (first activating event){ 3t = tH
[5]. Thus, the output of a logic gate can be any one of 9'59 {Te = tD_tlm?}
{0, 1, U}, whereU is interpreted to mean any voltage T/g :(;v'(?u"em.?msm’ inputs, ); T
value lying between th@ antl  values. When sufficient Lseen{ ° !
input qurmatpn is no_t avallable_ to compute the o_utput, if (AFTA is stable X T,=Q T, =
the gL_udlng pn_nmple in AFTA is that otonse_rvatlve else { T, = t—-t,0; T, = (t0-t) + T O
bounding(see Fig. 3(b)): AFTA output should begin chang-

e

r

ing no later than the true output and should end changingi/* end of else */
no earlier than the true output. } * end while */
T, U = M(current output, inputs, ~); Te
AFTA has threediscrete states corresponding to the if ( T,E=0)
three logic values of a signdlo,U,1} . In addition to { _ _
these, AFTA has two continuous real-valued timéFs, change output logic value according to

andT. .T. denotes the time remaining before the outpufidgram in Fig.4(a); .
e r T 0= M(current output, inputs,  ); T

changes to its next scheduled value in response to the input 'L _ t—t.0 -
change. T, denotes the time elapsed since the first inpyt, . & 1
e ) L]l/ end of it */
event that “activated” (to be made clear later) AFTA. goto LOOP:
Whenever the inputs to the gate change, a new valug for
is computed using the delay macromodels. The total state, (¢) The pseudo-code illustrating the operation of AFTA
or simply the state, in AFTA consists of both the discreteFig. 4. The semantics of AFTA

e

and continuous states(z, T,,T,) . State transitions in

AFTA occur in response to: statesO and , when tt®] derivativeLis  with all inputs
to the gate stable and not changing and AFTA is in §tate

1. input events, or (or ZU derivative isH  with all inputs stable and AFTA is in
statel ), AFTA is said to be instableconfiguration. All

2. time-outs indicated by, = 0 . other situations are considered unstable and AFTA is said

to be activated. The self-loop for staté) when the zU

A state transition involves a change in the output logicderivative isR orF (i.e. changing) is in keeping with con-
value or a change in the valuesTgf ~ and . The changeservative bounding, since #l is changing the output
in the output logic value obey the transition diagram in Fig.should also be changing and should remain changing till at
4(a), and occur only whefi,  expires (ig. = 0 ). Theleastzll becomes stable.
labels on the arcs are the derivativegldf . As will become
evident later on, this transition diagram modelsathentual Initially, before any input event occurs, AFTA is
logic value that the gate output attains, and is able tassumed to be in a stable configuration with = 0 .
account for inertia in the gate response. Input events, on th&/hen an input event occurs at tirtieé Te becomes a free
other hand, affect the elapsed and remaining time compaunning variable and starts to increase linearly with time if
nents of AFTA state. As is evident from the self-loops init happens to be tHst activating transition. An activating



transition is the one that takes AFTA from a stable to archarging and discharging of load capacitance through a
unstable configuration. It continues to increase, modelingesistor was used to compute actual delay values. Such a
elapsed time, till AFTA reaches a stable configuration onceimplified model is clearly inadequate for deep submicron
again. Thus,T, defines a window on the inputs, and altlesigns. More recently, in [7], the functional and timing
input events within this window are used by the delay macmodels of a gate were linked using timed-transition tables
romodels to compute delay. Note that by reseflipg 0 to to enable efficient VHDL simulation. However, the low-
when AFTA is in a stable configuration, we are ignoring thelevel modeling suffered from inaccuracies since the transis-
effect of all previous input events while computing delay.tors were replaced by equivaleRC networks. Sufficient
When an input event occurg, is set 'ItpD , a valueexamples showing the efficacy of their model in accounting
determined by an appropriate delay macromodel. Subsder state dependent effects were not presented. In addition,
quently, T, becomes a free running variable decreasingpoth these approaches lacked a theoretical framework that
with time. A logic change iz occurs whenl,  becomes O clearly linked circuit function with timing, and did not
and is determined by the curretif  derivative and the statshow how to compute the early and late signal arrival times,
transition diagram in Fig. 4(a). The operation of the twothe central task in timing analysis. Another work that uses
timers is further illustrated in Fig. 4(b). An input event at an automaton for timing, albeit not for computing gate out-
time t; , assumed to be the first activating one, $ets tputs, is presented in [1]. A timed-automaton formalism to
d;, which is computed by calling an appropriate delaymodel real-time systems is introduced and the focus is on
macromodel, and enabldg . From then on these two timanalyzing asynchronous sequential circuits. While AFTA
ers become free running, with their trajectories as showmmay bear a superficial similarity to the timed-automaton or
At t, another input event occurs, causing a re-evaluation ofhe logic automaton, what sets it apart is its specific role to
the delay tod, (proximity effect, for instance). However, facilitate accurate functional timing analysis.
we must subtract the amount of time that AFTA has been in
the current state which results in the vadlje being loaded We now show how AFTA can handle the signal slopes
into T, . Note that this event does not affdgt since it isand the proximity effect by presenting different input situa-
not the first activating one. Subsequently, becomes fredons that could occur in practice. These examples have a
running once again and whenh, finally expirestat  timing simulation flavor since we will be using fully speci-
(assuming no further input event has occurred), the outputed waveforms (i.e. there is no uncertainty as to when the
will change depending on the curreit  derivative accordsignals will transition). While AFTA will be eventually
ing to Fig. 4(a). used with the more general partially specified waveforms
which arise in timing analysis, these examples nevertheless
We can summarize the operation of AFTA in the show both the power of the AFTA model in accounting for
pseudo-code of Fig. 4(c). A couple of observations can banalog effects as well as the inherent limitations of doing
made from the pseudo-code. First, the function that comtiming simulation at the gate level using a discrete system.
putes the value fol, M , depends on the current output
logic value and the various delay macromodels which ing Explaining AFTA Through Examples
turn depend on the inputs within the window specified by
T.. Second, whefl,  expires, a new valueTof is com-
puted using the most recent knowledge of the inputs. It is;

P . . imulating actual circuits with HSPICE [11] using a
only if this second computation also yields 0 that the outpu . i -
logic value is changed according to Fig. 4(a). This is%'Sum CMOS technology and performing a sitable digi

. ) = .tal abstraction of the analog waveforms used in the simula-

because since the time whén was originally set, addi-. . . s T

. ; . T . tion. In general, the errors in doing timing analysis with

tional information about the inputs may have become avail- )

. AFTA would be from two sources: 1) Delay macromodel

able and this must be accounted for, else AFTA may change .

. . : . . errors and 2) AFTA errors. In the following examples, we

the output at an incorrect instant. This point will be made .

. . used HSPICE as the delay macromodel for delay while
clear in the examples of the next section.

doing the simulation to remove the effect of macromodel-
ing errors. This enabled us to concentrate on errors (if any)

Aut_omator_l based delay models have been prOpOSeﬁ’]duced by AFTA alone. In the examples, since an AFTA
before in the literature, although for different purposes. In : : .

: ) ) state involves a discrete component and two continuous

[8], a logic automaton was proposed using the discrete-

event system specification (DEVS) formalism mtroducedreal ValL.Jed component_s, we explain AFTAS operat|o_n by

. : appropriate snapshots in time that capture the evolution of

by Ziegler [18]. However, the emphasis was on event- : . .

. . . ) - . the two continuous components of state. The active state is
driven simulation rather than functional timing analysis.

Moreover, a simplified transistor level model based on theShown inbold font in all the figures.

The examples in this section have been constructed by
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Fig. 5. AFTA operation for slope and proximity

Example 1: Slope and proximity in AFTA Con- 5(9)). 1ps later, at = 351ps T, expires and subsequent
sider two falling inputs to the NAND gate as shown in Fig.recomputation still yields a value of 0 since the inputs
5(a). The delay is now a function of both the transitionhaven’'t changed. Therefore, AFTA makes the output logic
times and the temporal separation between the two inputé) since thezll derivative at this instantHs as shown in
The delay macromodely, (T, T,, S;,)  is also plotted in Fig. 5(h). T, is set tar (250, 250 100 = 112ps using
the figure, as a function af, , parametrizedtyy , for athe output transition time macromodel (not shown here).
fixed separation ofs,, = 100ps . The initial state of Finally, att = 463ps, T, expires and subsequent recom-
AFTA is shown in Fig. 5(b). At = 0 a starts to fall putation still yields a value of 0. Therefore, AFTA makes
(causingzl) derivative to bi8) which activatesT o andsets the output logic 1 sincell  derivativelis T, is set toe
T, to A(O, 0,0) = 203ps (delay when no transition on since the output will remain 1 unless the inputs change and
b) as shown in Fig. 5(c). At = 100ps b starts to fall T, is reset to 0. The actual output and the predicted output
(note that thezl  derivative is sti) causingT, to be set in this case are the same and thus we see that AFTA can
to A,,(100 Q 100 -T, = 196- 100= 96ps (see Fig. successfully handle, in addition to the input slope effects,
5(d)). Note how the value df,  defines the proximity win- the proximity effect too.
dow. Att = 196ps, T, expires and a recomputation with

the most recent input information sets, to Example 2: Anomalous response of AFTA Sup-
A,(196 96 100—-196 = 285- 196= 89ps as shown pose inputa rises and inpbt  falls as shown in Fig. 6(a).
in Fig. 5(e). BeforeT,  expires, however,tat 250ps a, Both the true and AFTA outputs are also shown. As can be
becomes lowZ derivative is noW) and this setd, 0 seen, AFTA underestimates the end of the first transition
A,,(250 150 100-250 = 323- 250= 73ps as shown  and overestimates the onset of the second transition on the
in Fig. 5(f). Skipping a few intermediate steps, eventually,output. When inpue has finished rising, though input

att = 350ps b becomes low#J derivative remait)  has not yet crossed thé,  threshold, it starts affecting the
and now we have the complete information to et  toputput, slowing it down. AFTA, however cannot detect this
A, (250, 250 100-350 = 351- 350= 1ps (see Fig. since it assumes a signal to be changing only if it crosses
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mate the end of the first transition. In computing the
response tob , AFTA ignores the effect af  since it[o]
assumes transition am  occurred sufficiently in the past to
affect the output. This is so because AFTA enters a stable
configuration (which reset§, ) before the transitionbon [6]
activates AFTA again. It thus assumes the output to be at
0V while computing the delay for the output to rise which[7]
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