
Abstract

Objective of the methodology presented in this paper is to
perform design space exploration on a high level of
abstraction by applying high-level transformations. To
realize a design loop which is close and settled on upper
design levels, a high-level estimation step is integrated. In
this paper, several estimation methodologies fixed on dif-
ferent states of the high-level synthesis process are exam-
ined with respect to their aptitude on controlling the
transformational design space exploration process. Esti-
mation heuristics for several design characteristics are
derived and experimentally validated.

1  Introduction
Since a few years the increasing complexity of digital cir-
cuits represents the main problem in digital circuit design,
existing methodologies which allow a specification of the
design on higher levels of abstraction and therefore sup-
port a homogeneous design process are getting more an
more important. One reason for this is, that higher design
levels hold a large optimization potential. Cause of this,
design space exploration should start on upper levels of
abstraction. In our methodology, design space exploration
is done on behavioral level by applying high-level trans-
formations. If, like most of the conventional high-level
transformation tools do, an evaluation of the design is per-
formed by explicitly executing many (or even all) design
steps of lower levels, the resulting design loop covers a
large number of design steps and therefore a single cycle
of the design loop is quite expensive to perform. Our
approach to face this problem is to cut the design loop on a
high level of abstraction by integrating a high-level cost

estimation step. This causes a trade-off between estimation
quality and computation effort of the estimation heuristic.
In this paper, estimation heuristics are presented which can
be evaluated almost within behavioral synthesis and which
can be fixed on different execution stages of the high-level
synthesis process (and for this called scalable with respect
to the state of synthesis). The techniques are examined
with respect to their aptitude on controlling the task of
transformational design space exploration, and estimation
heuristics are derived, which allow to decide the quality/
effort trade-off in an (user specific) optimal way.

The paper is organized as follows: After a look at the state
of the art in chapter 2, an overview on our design space
exploration methodology is given in chapter 3. Chapter 4
presents our scalable estimation methodology in detail,
chapter 5 describes the experimental derivation and valida-
tion of efficient estimation heuristics and summarizes the
results.

2  State of the Art
Most of the estimation heuristics include approximative
execution of particular synthesis steps (and for this, results
are tightly coupled with the applied synthesis algorithms).
In [11], a heuristic for area estimation is presented, which
bases on performing module- and register-binding, suc-
ceeded by an approximative floorplanning. [8] describes an
approach for computation of upper bounds on area based
on explicitly performing ASAP and ALAP scheduling.
The PEPPER [6] analysis tool performs an estimation of
delay by explicitly executing tasks of placement and rout-
ing. In the CADDY system [12], area/delay estimation
bases on corresponding models of the module library,
which is completed before the real synthesis process starts.
Power estimation heuristics are often based on simulation
[10] or iterative structural propagation of switching activi-
ties [9], but up to now, behavioral level power estimation
techniques are restricted to special application domains
(DSPs) [7].
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3  High-Level Design Space Exploration
Figure 1 shows an overview on our high-level transforma-
tion design space exploration environment. On the highest
level of abstraction, three activities can be identified: the
tasks of high-level transformation application (transforma-
tions), evaluation of transformation quality, including the
step of cost estimation (transformation analysis), and con-
trol of the transformational exploration process, including
identification of transformation candidates and initiation
of design cycles (transformation control).

The termhigh-level transformations covers optimization
techniques known from compiler theory [1]. However, the
preconditions of their applicability (e.g., target architec-
ture, optimization goals, restrictions) differ significantly
from software domain. In the current state of implementa-
tion, the transformation task comprises a set of fifteen
basic transformation types, including pure datapath opti-
mizations, e.g., constant-propagation, common subexpres-
sion elimination and expansion, strength reduction,
algebraic optimizations, optimization of array-accesses
and array-scalarization, as well as controlflow optimiza-
tions, e.g., function inlining, loop unrolling and tiling,
elimination of dead or empty paths. Most of the basic
transformations can be scaled in terms of functionality and
locality of their application. Regarding this, a set of about
fifty individual transformation steps results. In the current
state of implementation, selection and activation of trans-
formations is done by the designer.

Our approach for realizing a design loop which is close
and settled on high level of abstraction bases on a tight
coupling of high-level transformation and high-level syn-
thesis tasks. Cost estimation is done by trial execution of
particular steps of high-level synthesis. Therefore, trans-
formations immediately act on the internal high-level syn-
thesis design representation, a control-/dataflow graph
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Figure 1. Transformation environment.
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(CDFG). Proof of transformation applicability, transforma-
tion application itself, and analysis of the transformation
result (including the step of cost estimation) is completely
performed on the CDFG structure. For this, a complete
cycle of the design loop can be executed efficiently without
leaving the high-level design representation [5].

4  High-Level Cost Estimation

4.1  Demands on a cost estimation heuristic
The application of a cost estimation heuristic within our
high-level transformation design space exploration envi-
ronment leads to a set of specific demands:

• To allow cost evaluationwithin high-level synthesis,
the execution stage of the synthesis processhas to be-
come a parameter of the cost estimation heuristic. The
cost estimation heuristic should be applicable in differ-
ent execution states of the high-level synthesis process
(and for this, is calledscalable) and should be able to
identify and utilize all design information which is
available in this state.

• In spite of the high level of abstraction, on which cost
estimation acts, the heuristic has to be able to estimate
design costs in a fine-grain fashion, because designs re-
sulting from high-level transformations possibly differ
in a very slight way only (e.g., because a transforma-
tion only affects very local parts of the design).

• In regard of applying the cost estimation heuristic with-
in transformational design space exploration, the abili-
ty to quantify relative dependencies of design
characteristics (and for this, tocompare design alterna-
tives) is much more important than the ability to cap-
tureabsolute values. To quantify this characteristic, we
apply thefidelity measure [3] proposed by Gajski:

The fidelity measure supplies for a given set ofn refer-
ence valuesR(1),..., R(n) and n estimation values
E(1),...,E(n) a measure describing the quality of the es-
timation with respect to its ability to quantify relative
dependencies of pairs of values.

4.2  Cost Estimation Methodology
Our cost estimation methodology bases on common appli-
cation of two contrary principles,specialization and
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abstraction. In our methodology, two types of estimation
heuristics have to be distinguished:

• Techniques to estimate costs of the entire design, re-
ferred to ascost heuristics.

• Techniques to estimate costs of isolated register-trans-
fer components, referred to ascost functions.

Figure 2 shows an overview on our cost estimation meth-
odology. In a cost heuristic, as much as possible of regis-
ter-transfer information (depending on the actual
execution state of the synthesis process) is identified (com-
ponents as well as interconnection structure). This corre-

sponds to the specialization step. The identified register-
transfer components are passed to a cost function, which
performs an estimation of the particular component costs.
Back in the cost heuristic, the component estimation val-
ues are used to generate an estimation value for the entire
design, corresponding to the abstraction step. Objective of
our methodology is to utilize all design information for
estimation, which is available in the current state of the
synthesis process. In the following, cost heuristics are
evaluated in 5 execution stages of high-level synthesis (see
table 1).

In estimation depth 5, high-level synthesis is carried out
completely, and for this depth 5 is equivalent to register-
transfer level. By dividing the estimation step in cost heu-
ristic and cost function, the estimation methodology
becomes „high-level“: generation of cost functions has to
be done onlyonce for a given target architecture, design
style and high-level synthesis system (and for this, can be

Estimation Depth State of High-Level Synthesis

Estimation Depth 1 After Module Scheduling and Allocation

Estimation Depth 2 After Module Binding

Estimation Depth 3 After Register Allocation and Binding

Estimation Depth 4 After Interconnection Binding

Estimation Depth 5 After Netlist Generation

Table 1:  Evaluation depths of cost heuristics.

Figure 2. Cost estimation methodology.
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regarded as a precomputation step). A single estimation
request only requires the evaluation of the cost heuristic. In
our investigations, several cost functions and cost heuris-
tics were realized. Combinations of cost functions, cost
heuristics, and estimation depths were extracted which
lead to estimation heuristics which can be efficiently
applied in our transformational design space exploration
methodology.

4.3  Cost Functions
Our cost functions base onexplicitly performing costs of
elementary register-transfer cells of the generic compo-
nent-library of the applied high-level synthesis system.
Typical examples of such elementary cells are full adders,
logic-gates or 1-bit 2:1-multiplexors. Those elementary
cells areexplicitly synthesized and design characteristics
are extracted. So, characteristics of the applied synthesis
tools and target architecture are taken into consideration.

In a first cost function,GenCost,determination of costs of
register-transfer components of higher complexity is done
via cost formulas. Those cost formulas are derived by ana-
lyzing the generic generators of the applied high-level syn-
thesis system. Arguments of the cost formulas are given by
parameters of the generic generators, e.g., word length,
number of inputs or sign. Figure 3 shows an example: for
deriving area and delay cost formulas of a ripple-carry
adder,areaFA anddelayFA of an elementary full adder cell
are explicitly determined (applying theconcrete synthesis
process). Regarding the generic generator of an arbitrary n-
bit adder, it can be found thatarea can be approximated by
n • areaFA. Same formula holds fordelay, taking into
account that the critical path touches all full adder cells.

In a second cost function,FuncCost, costs of particular
instances of a register-transfer component are explicitly
determined, too, but in contrast toGenCost, not only ele-
mentary cells of the parameter space are regarded. The
evaluated cost values are used to generate a piecewise lin-
ear approximating function, which is applied for a cost
function of the corresponding register-transfer component
type.

Figure 3. Cost function GenCost .
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4.4  Cost Heuristics
Cost heuristics identify as much as possible of register-
transfer information in the given design (which corre-
sponds to an intermediate result of the high-level synthesis
process). Then, cost functions are applied to perform an
estimation of the register-transfer components and the
results are used to compute an estimation value for the
entire design.

A first cost heuristic,DPApprox, analyzes the current
design representation and identifies connected datapath
segments of maximum size. By this strategy, all informa-
tion which is available in the current state of high-level
synthesis is utilized to perform an estimation value.
Figure 4 shows an example: In (a), only information con-
cerning functional units and registers is available. In (b),
estimation is performed in a more advanced stage of the
synthesis process, which results in more accurate predic-
tions.A second cost heuristic,ProbDPApprox, acts in very

similar fashion, but in addition, a weighting of datapath
segments (or sub-segments) corresponding to the maxi-
mum interconnection structure which can be identified in
the current state of the design process is performed.
Thereby, a uniform distribution is assumed in branching
nodes, which leads, as the following chapter will show, to
satisfactory results. A third cost heuristic,CPApprox, con-
siders costs produced in the controller part of the design.
This is done by regarding several static characteristics of
the controller (e.g., number of states, transitions, input/
outputs). Applying a set of standard high-level synthesis
benchmarks, we were able to show a good correlation
(fidelity > 80%) of an estimation based on such static char-
acteristics. For a common consideration of datapath and
controller, correlation factors describing the ratio of
datapath costs (heuristicsDPApprox and DPApprox) to
controller costs (heuristicCPApprox) are derived in a sta-
tistical way. For more details see [5].

5  Experimental Results
Objective of our investigations is to derive combinations
of cost functions, cost heuristics and estimation depths

Figure 4. Cost heuristic DPApprox .
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which result in estimation heuristics of maximum quality/
effort trade-off with respect to their application in transfor-
mational design space exploration. In the following, the
design criteria area, delay, and power are considered in
detail. Other design criteria (e.g., throughput, FSM size)
were regarded, too, but the methodologies differ signifi-
cantly from those presented above, and for this, are not
subject of this paper.

To evaluate the quality of our estimation methodology,
heuristics resulting from several combinations of cost
functions, cost heuristics and estimation depths were
applied to multiple applications, and the results were com-
pared with the synthesis results. In our experiments, high-
level synthesis is performed by thePMOSS system [4],
logic synthesis is done by theSIS system [14]. Mapping
the design on a concrete target architecture bases on the
MCNC library [14].

Our methodology is demonstrated in terms of the follow-
ing three types of applications:

• Fidelity : Our methodology is demonstrated in terms of
the algorithm for computing the fidelity measure (see
section 4.1). For this, the evaluation algorithm itself be-
comes an application.

• High-level transformation benchmark suite: The
heuristics derived from the fidelity example are validat-
ed via a set of high-level transformation benchmark de-
signs.

• GSM: For an application of high complexity and in-
dustrial relevance, a submodule of the GSM fullrate
speech transcoder [2], integrated in mobile telecommu-
nication systems for real-time compaction of human
speech, is regarded.

5.1  Fidelity
The fidelity algorithm was transformed into a set of nine
alternative design versions by applying high-level transfor-
mations (for the transformations sequence, see figure 5).

In figure 6, combinations of cost functions and cost heuris-
tics, which lead to estimation heuristics with maximum

Figure 5. Transformation sequence for the
fidelity application.
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fidelity (←) are shown. Like mentioned before, thefidelity
of estimation heuristics is of primary interest, and for this,
the shape of the curves, not the absolute values has to be
considered (the absolute values generated by the heuristics
don‘t correspond to any physical unit, only therelative
relations are of interest). As figure 6 indicates, e.g. combi-
nation of the generic cost functionGenCost and cost heu-
ristics DPApprox (non-probabilistic datapath approxima-
tion) and CPApprox (controller approximation) results
beginning with estimation depth 4 in area estimation heu-
ristics with maximum fidelity of 86%. Regarding the
speedup applying our high-level estimation methodology
with respect to generating corresponding values by explic-
itly performing lower level synthesis steps, speedup fac-
tors from 0.5•102 up to 1.1•106 can be obtained
(depending on design criteria and estimation depth). The
results are summarized in table 2. For details (e.g., curves
for other combinations of cost functions and cost heuris-
tics which lead to lower estimation fidelity) see [5]

5.2  High-Level Transformation Benchmark Suite
For validation of the estimation heuristics derived in 5.1,
alternative design versions of 10 benchmark designs (of
different applications, e.g. filters, sorting algorithms,
mathematical computations, DSP) were generated via
high-level transformations. Then, the design criteria area,
delay, and power were estimated applying the heuristics
extracted in 5.1. The resulting fidelity values are summa-
rized in table 2.

5.3  GSM Fullrate Speech Transcoder
In scope of a project under grant ofDeutsche Forschungs-
gemeinschaft, the GSM fullrate speech transcoder was
treated by hardware/software codesign, wherein a real-
time critical module was identified and efficiently realized

in hardware [13]. This module was optimized applying our
transformational design space exploration methodology.
Figure 7 shows the corresponding transformation tree.
Here, the estimation heuristics derived in 5.1 also decide
the quality/effort trade-off in an optimal way. The resulting
fidelity values are summarized in table 2, the speedup dis-
poses of similar dimensions as those in 5.1. By rerunning
the design space exploration process without applying our
estimation step, the identical design was identified for
hardware implementation. Thus we were able to show that
in the GSM application our estimation methodology leads
to an acceleration of the design process by orders of mag-
nitudes without any loss of design quality.

5.4  Results
Table 2 summarizes the results of sections 5.1 to 5.3 and
for this, suggests estimation heuristics for several design
characteristics. In all applications 5.1 to 5.3, the proposed
combinations of cost functions, cost heuristics and estima-
tion depths lead to rapid estimation heuristics with high
fidelity ( 80 %), which points to a high stability of our
methodology. Forall applications and design characteris-
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Figure 7. Transformation tree for the GSM application.
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tics, our estimation heuristics were able to reliably forecast
the design version with minimum cost. All speedup factors
have similar magnitudes as the ones presented in 5.1, and
for this lead to a significant acceleration of the design
space exploration process.

6  Conclusion
In this paper, our scalable methodology for cost estimation
in high-level transformation design space exploration was
presented and efficient estimation heuristics for several
design characteristics were derived. We were able to show
experimentally that our estimation heuristics leads to a sig-
nificant acceleration of the design process with high qual-
ity of result.

Further investigations concentrate on integration of the
presented estimation methodologies in algorithms for
automated control of the design space exploration process.
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