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Abstract—FinFET transistors have great advantages over tra-
ditional planar MOSFET transistors in high performance and
low power applications. Major foundries are adopting the Fin-
FET technology for CMOS semiconductor device fabrication in
the 16 nm technology node and beyond. Edge device degradation
is among the major challenges for the FinFET process. To
avoid such degradation, dummy gates are needed on device
edges, and the dummy gates have to be tied to power rails
in order not to introduce unconnected parasitic transistors.
This requires that each dummy gate must abut at least one
source node after standard cell placement. If the drain nodes
at two adjacent cell boundaries abut each other, additional
source nodes must be inserted in between for dummy gate power
tying, which costs more placement area. Usually there is some
flexibility during detailed placement to horizontally flip the cells
or switch the positions of adjacent cells, which has little impact
on the global placement objectives, such as timing conditions
and net congestion. This paper proposes a detailed placement
optimization strategy for the standard cell based designs. By
flipping a subset of cells in a standard cell row and switching
pairs of adjacent cells, the number of drain to drain abutments
between adjacent cell boundaries can be optimally minimized,
which saves additional source node insertion and reduces the
length of the standard cell row. In addition, the proposed graph
model can be easily modified to consider more complicated design
rules. The experimental results show that the optimization of
100k cells is completed within 0.1 second, verifying the efficiency
of the proposed algorithm.

I. INTRODUCTION

In the sub-20 nm technology nodes, fin based multiple-gate
field-effect transistors (FinFET) show great advantages over
traditional planar MOSFET transistors in high performance
and low power applications [1], [2]. Unlike a planar MOSFET,
the FinFET employs a vertical fin-like structure protruding
from the substrate with the gate wrapping around the sides and
top of the fin, thereby producing transistors with low leakage
currents and fast switching performance. Major foundries are
adopting FinFET technology for advanced node fabrication.
Recently Taiwan Semiconductor Manufacturing Co. (TSMC)
announced their plans for initial production of its 16 nm
FinFET process around the end of 2013 [9].

Despite the excellent control of short channel effects [3],
[11], FinFETs also suffer from various challenges, such as
high parasitic capacitance, high parasitic resistance and edge
device degradation [8]. Edge device degradation was already
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observed with planar process [5], and is even more severe with
3D fin structure. As illustrated in Fig. 1, the fin stress increased
by dummy gate removal leads to defect formation [4], and
such defects may induce high resistance or capacitance, which
degrades the device performance. In contrast, as long as
the dummy gates are in place, the fin stress becomes fairly
uniform [10], indicating the necessity of keeping the dummy
gates.
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gate on device edge.
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Fig. 1. The edge device degradation induced by dummy gate removal.

However, dummy gates introduce parasitic edge devices,
which may potentially increase leakage power or even cause
logic failures if not dealt with carefully. Figure 2 shows
an example of two FinFET transistors abutting each other.
The parasitic transistor introduced by the shared dummy
gate and its schematic view are illustrated in Fig. 2(a) and
Fig. 2(b) respectively. If the dummy gate inside the red circle
is left unconnected, there will be large leakage between the
drain node of the left transistor and the source node of the
right transistor. In the worst case, the left drain is directly
connected to the right source, resulting in logic failures. One
straightforward solution to this is tying such dummy gates to
power rails, i.e., the dummy gates of a PFET should be tied
up to power supply and the dummy gates of an NFET should
be tied down to ground.

S D S D

(a) The layout view of the parasitic device.
(b) The schematic view of 

the parasitic device.

Fig. 2. A parasitic transistor is introduced by two FinFETs abutting each
other.

In the 16 nm technology node circuit design, the local



interconnect (LI) layer (or metal 0 layer) is used to connect
active nodes (i.e., source and drain), and the direction of the
LI patterns is perpendicular to the fins. Thanks to the LI layer,
a dummy gate can be easily tied to power rails as long as it
abuts a source node, as illustrated in Fig. 3(a). However, it
is difficult to route a dummy gate to a non-adjacent source
node due to limited cell level routing resources. As a result,
during the standard cell placement, whenever two drain nodes
are placed abutting each other, the dummy gates of the two
individual cells cannot merge into one, and additional source
nodes must be inserted to tie the dummy gates to power rails,
as illustrated in Fig. 3(b).
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(a) The dummy gate is tied to a power rail by 
connected  to an adjacent source node.

Metal 0

Power Rail

Power Rail

(b) Additional source nodes (shown in the red circle) must be inserted 
for drain-to-drain abutment.

Fig. 3. A dummy gate must abut a source node in order to be tied to power
rails.

In the standard cell based design, all cells in a standard cell
library are of the same height and each cell is considered as
a small block for higher level placement and routing, where
only the input/output pins are visible to the placer and router.
By performing global placement and legalization, all cells are
packed into standard cell rows, each with thousands of cells.
Based on the pin locations and an input netlist, the global
placer tries to optimize certain performance objectives, such
as timing, net congestion, etc. [7]. Since the detailed layout
information (e.g., the active node types at cell boundaries) is
usually hidden from the global placer, it is very challenging to
consider the source/drain abutment constraint during the global
placement. Usually detailed placement is performed after
global placement and legalization are completed, where there
is some flexibility flipping a cell horizontally or switching
the positions between two adjacent cells, which has little
impact on either timing status or net congestion. However, by
properly flipping a subset of cells on each standard cell row
and switching pairs of adjacent cells, the number of drain-to-
drain (D2D) abutments can be minimized, which saves the area
of additional source nodes inserted for the purpose of dummy
gate power tying. Note that a D2D abutment exists between
two adjacent cells if either the P-diffusions or the N-diffusions
have a D2D abutment situation. Figure 4 shows a demo of
the placement optimization. In Fig. 4(a), additional columns
of source nodes are needed between both pairs of adjacent

cells for dummy gate power tying. However, by horizontally
flipping cell C and switching cell B and cell C, no D2D
abutment exists any more, and consequently, no additional
source nodes are needed for the optimized placement shown
in Fig. 4(b). By this means, the total length of the standard
cell row can be minimized.
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(a) The original placement has D2D abutments 
between both pairs of adjacent cells.

(b) No D2D abutment exists in the optimized placement.
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Fig. 4. D2D abutments are removed via placement optimization. Note that
only the diffusion layers and the cell boundaries are displayed.

In this paper, we propose a detailed placement optimization
algorithm to minimize the number of D2D abutments in a
standard cell row, which saves unnecessary source nodes for
dummy gate power tying and minimizes the placement area for
the 16 nm FinFET technology. As far as we know, this is the
first work on detailed placement optimization for the FinFET
process. Our algorithm is able to handle cell flipping and cell
switching simultaneously, and optimal solutions can always
be obtained in O(nlogn) time, where n denotes the number
of cells in a standard cell row. The experimental results show
that every test case is completed within 0.1 second, verifying
the efficiency of our algorithm. In addition, the proposed
graph model can be easily updated to minimize cell flippings/
switchings and consider more complicated design rules.

The rest of the paper is organized as follows. The D2D
abutment minimization problem is defined in Section II. Sec-
tion III solves the overall optimization problem by solving its
subproblems and combining the subproblem solutions. Then
the experimental results are reported in Section IV. Section V
expands the proposed graph models and adapts it to other
considerations. Finally, Section VI concludes the paper.

II. PROBLEM DEFINITION

In this section, we define the detailed placement opti-
mization problem, where we only consider cell flipping and
adjacent cell switching as feasible operations for detailed
placement.



Definition 1: D2D Abutment Minimization Problem
Given a row of standard cells and the boundary node types
(i.e., source or drain) of the diffusion regions (i.e., N-diffusion
and P-diffusion) in each cell, horizontally flip a subset of cells
and select pairs of adjacent cells to switch their positions in
the row, such that the total number of D2D abutments between
adjacent cells is minimized.

III. PROBLEM SOLUTION

In this section, we divide the D2D abutment minimization
problem into two subproblems. In the first subproblem, only
cell flipping is allowed, and in the second one, only adjacent
cell switching is allowed. The graph models targeting each
subproblem are introduced in Subsection III-A and Subsec-
tion III-B respectively. Then Subsection III-C integrates the
two graph models into a complete one to solve the overall
problem.

A. Cell Flipping Problem

Definition 2: Cell Flipping Problem (CFP)
Given a row of standard cells and the boundary node types
(i.e., source or drain) of the diffusion regions (i.e., N-diffusion
and P-diffusion) in each cell, horizontally flip a subset of cells,
such that the total number of D2D abutments between adjacent
cells is minimized.

In CFP, each cell has two candidate orientations in the
horizontal direction. If we exhaustively enumerate all possible
combinations, the time complexity will be O(2n), where n
denotes the number of cells in the row. In a standard cell
design, there may be thousands of cells in each standard cell
row, and hence the exponentially increased runtime will be
too slow to be accepted in practice. In fact, the orientation of
each cell only impacts the abutment conditions with adjacent
cells. As a result, we only need to consider the abutment
combinations between each pair of adjacent cells. Based on
the above analysis, we propose a graph model and solve
the problem by performing the shortest path algorithm. An
example of five consecutive cells, the corresponding CFP
graph model and the optimization result are illustrated in
Fig. 5.

The graph model is constructed as follows. For each cell ci,
two nodes are introduced in the graph, namely oi and fi, cor-
responding to the original orientation and flipped orientation
of ci respectively. For any pair of adjacent cells ci and ci+1,
four directed edges are introduced connecting from oi and fi
to oi+1 and fi+1, each assigned with a cost value. When the
orientations of two adjacent cells introduce a D2D abutment,
the corresponding edge cost is 1. Otherwise the edge cost 0.
For example, in Fig. 5(a), the original c1 and the flipped c2
introduce a D2D abutment, so in Fig. 5(b) the cost of the
edge connecting from o1 to f2 is 1. Finally, an additional
source node s is introduced connected to the o1 and f1, and
an additional target node t is introduced connected from on
and fn. After the graph model is constructed, the shortest path
from s to t automatically picks up the optimal orientations for
every cell in the row. In Fig. 5(b), the shortest path is marked
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(a) The original placement of five cells.

(b) The CFP graph model and a shortest path from s to t.

S D

S S

D S

D S

4 5

o4

f4

o5

f5

1

0

0

0
0

0
0

1

D S

D S

D D

D D

S D

D D

1 2 3

(c) The optimized placement via cell flipping.
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Fig. 5. Solving the CFP problem by constructing CFP graph model and
applying the shortest path algorithm on it.

in red, and nodes f1, o2, o3, o4 and f5 are picked up by the
path. Correspondingly, the optimal orientations for c1, c2, c3,
c4 and c5 are ‘flipped’, ‘original’, ‘original’, ‘original’ and
‘flipped’ respectively, as illustrated in Fig. 5(c). In addition,
the total cost of the shortest path shown in Fig. 5(b) is 1, and
consequently, there is only 1 D2D abutment in the optimal
solution, as marked by the red cross in Fig. 5(c).

B. Cell Switching Problem

Definition 3: Cell Switching Problem (CSP)
Given a row of standard cells and the boundary node types
(i.e., source or drain) of the diffusion regions (i.e., N-diffusion
and P-diffusion) in each cell, select pairs of adjacent cells to
switch their positions in the row, such that the total number
of D2D abutments between adjacent cells is minimized.
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(b) The optimized placement via cell switching.
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(a) The CSP graph model built on the same example shown in Fig. 5(a).

Fig. 6. Solving the CSP problem by constructing CSP graph model and
applying the shortest path algorithm on it.

Fig. 6(a) demonstrates the CSP graph model for the same
example shown in Fig. 5(a), where both nodes and edges are
assigned with cost values. The graph model is constructed
as follows. In the top row, a zero cost node is introduced



for each standard cell, denoted by c1 to c5 in Fig. 6(a).
Next, since each cell is allowed to switch position with its
adjacent cells, one additional node is introduced for each
pair of switched cells, denoted by c2,1, c3,2, c4,3 and c5,4
in Fig. 6(a). Node ci+1,i denotes that the positions of cells
ci and ci+1 are switched during detailed placement. If such
a switching introduces a D2D abutment between ci and ci+1,
node ci+1,i will be assigned with cost 1. Otherwise it has
0 cost. For example, switching c2 and c3 introduces a D2D
abutment between them, so the cost of node c3,2 is 1. The
edges and their cost assignments are defined as follows.

• Each node ci(1 ≤ i ≤ n− 1) is connected to its adjacent
node ci+1 by a directed edge. If a D2D abutment exists
between ci and ci+1, the edge cost is 1. Otherwise the
edge cost is 0.

• Each node ci(1 ≤ i ≤ n − 2) is connected to node
ci+2,i+1 by a directed edge. If a D2D abutment exists
between ci and ci+2, the edge cost is 1. Otherwise the
edge cost is 0.

• Each node ci+1,i(1 ≤ i ≤ n − 2) is connected to
node ci+2 by a directed edge. If a D2D abutment exists
between ci and ci+2, the edge cost 1. Otherwise the edge
cost is 0.

• Each node ci+1,i(1 ≤ i ≤ n − 3) is connected to node
ci+3,i+2 by a directed edge. If a D2D abutment exists
between ci and ci+3, the edge cost 1. Otherwise the edge
cost is 0.

Finally, an additional source node s is introduced connected
to c1 and c2,1, and an additional target node t is introduced
connected from cn and cn,n−1. Both s and t and the edges
connecting them have 0 cost. Similarly as in CFP, along the
shortest path from s to t, the subscripts of the selected nodes
provide the optimal sequence of the cells. For example, in
Fig. 6(a), the path in red is the shortest path between s and t.
Correspondingly, the optimal cell sequence is {c2, c1, c4, c3,
c5}. The optimized placement result is illustrated in Fig. 6(b).
Again, the number of D2D abutments in Fig. 6(b) is 1, which
equals to the total cost of the shortest path.

C. Overall Problem Solution

In this subsection, the overall graph model for the D2D
abutment minimization problem is constructed by integrating
the CFP graph model and the CSP graph model. Fig. 7
demonstrates the overall graph model construction for the
example shown in Fig. 5(a).

In the first two rows of Fig. 7(a), node oi denotes the
original orientation of cell ci, and node fi denotes the flipped
orientation of ci. Each node in the first two rows has 0 cost.
Then in the following four rows, each node denotes a pair of
switched cells with certain orientations. Node oi+1oi denotes
that both ci+1 and ci are in the original orientation; node
oi+1fi denotes that only ci is flipped; node fi+1oi denotes
that only ci+1 is flipped; node fi+1fi denotes that both cells
are flipped. The node cost assignments for the last four rows
are similar as in CSP. Whenever a D2D abutment is introduced
between switched cells, the corresponding node cost is 1.

Otherwise the node cost is 0. The first two rows in Fig. 7
can be considered as split from the first row in Fig. 6, the last
four rows in Fig. 7 as split from the second row in Fig. 6. Then
for a node splitting, each edge connecting from/to it is also
split into multiple ones, which composes the edge set in Fig. 7.
Similar as in CFP and CSP, whenever two nodes connected
by an edge introduce a D2D abutment, the corresponding edge
cost is 1. Otherwise the edge cost is 0. Again, an additional
source node s and an additional target node t are introduced in
the overall graph model, and the shortest path between them
provides the optimal sequence and orientations of all cells. In
this example, the shortest path and the corresponding optimal
placement solution is shown in Fig 7(c). By flipping c1 and
c5 and switching c3 and c4, no D2D abutment exists in the
optimal solution.

D. Timing Analysis
Let n denote the number of cells in a standard cell row. Then

the number of nodes in the overall graph model is 6n − 4,
which is linear in n. Similarly, the number of edges in the
overall graph model is also linear in n. In the implementation,
the graph model is constructed in linear time, and the shortest
path algorithm is implemented using Fibonacci heaps [6].
Therefore, the entire time complexity of our algorithm is
O(nlogn).

IV. EXPERIMENTAL RESULTS

We implement our algorithm in C++ on a Unix machine
with 1.7GHz CPU and 4GB RAM. Then we design a standard
cell library with 42 cells for the 16 nm FinFET process. The
benchmarks are generated by randomly placing the standard
cells in rows. We show the benefits of the proposed algorithm
by comparing lengths of the standard cell rows before and
after placement optimization. The experimental results are
displayed in Table I.

TABLE I
EXPERIMENTAL RESULTS

]
Operations

Org. Len. Opt. Len. Saved Len. Runtime
Cells (mm) (mm) (mm) (ms)

10k
flip only 9.70 9.53 0.17 2

flip&switch 9.70 9.24 0.46 7

20k
flip only 19.43 19.07 0.36 8

flip&switch 19.43 18.50 0.93 20

40k
flip only 38.67 37.96 0.71 12

flip&switch 38.67 36.81 1.86 28

60k
flip only 58.28 57.21 1.07 14

flip&switch 58.28 55.51 2.77 44

80k
flip only 78.02 76.58 1.44 20

flip&switch 78.02 74.27 3.75 59

100k
flip only 96.88 95.12 1.76 23

flip&switch 96.88 92.24 4.64 75

The first column of table I shows the number of cells in a
standard cell row for each test case. The feasible placement



D S

D S

D D

D D

S D

D D

1 2 3

(c) The optimal solution to place the five cells.

S D

S S

S D

S D

4 5

f1 f2 f3 f4 f5

o2o1

s t

o1 o2 o3 o4 o5

o2f1

f2o1

f2f1

o3o2

o3f2

f3o2

f3f2

o4o3

o4f3

f4o3

f4f3

o5o4

o5f4

f5o4

f5f4

…... …...

fi

oi

oi+2oi+1

oi+2fi+1

fi+2oi+1

fi+2fi+1

oi+3

fi+3

(a) The complete graph model.

(b) The interactive edges between the first two 
rows and the last four rows.

f1 o2 o4o3 f5s t

Fig. 7. An overall graph model built on the placement of five standard cells. Note that only a subset of edges in the last four rows are shown in (a), and
the interactive edges between the first two rows and the last four rows are illustrated in (b). Cost values are not displayed.

operations are shown in the second column. The following
three columns illustrate the original cell row length, the length
after placement optimization and the saved length by the
optimization respectively. Finally, the last column shows the
runtime of the optimization algorithm.

As illustrated in the second column, for each test case, we
compare two types of optimizations with different feasible
placement operations. In the first one, only cell flipping is
allowed, and in the second one, adjacent cell switching is
allowed as well. The comparison of the two sets of exper-
imental results shows that adjacent cell switching makes a
great contribution to area saving. At least twice the area can
be saved by allowing cell switching than allowing cell flipping
only. Totally around 5% of the chip area can be saved by the
proposed detailed placement optimization strategy. The last
column shows that every test case is completed within 0.1
second, verifying the efficiency of our algorithm.

V. PROBLEM EXPANDING AND DISCUSSIONS

Sometimes the proposed detailed placement optimization
strategy may introduce other problems such as net congestions
and timing variations due to too many cell flipping and
switching operations. Designers may be willing to pay certain
area cost in order to resolve those net congestions and timing
issues. In other words, to reduce the impact on the global
placement result, the number of cell flipping and switching
operations should be minimized during the detailed placement
optimization. On the other hand, for the 16 nm FinFET
process, more complicated design rules may need to be taken
into consideration in practice. In this section, we demonstrate
that the proposed graph model can be easily modified and
adapted to an expanded placement optimization problem.

A. Minimal Cell Flippings and Switchings

In the overall graph model shown in Fig. 7, there may
be multiple shortest paths between s and t with the same
cost. However, one path may have fewer cell flippings and
switchings than another. As we have mentioned previously,
cell flipping and switching may impact circuit performance
and introduce net congestions. Thus, the shortest path with the
minimal cell flippings and switchings is preferred to others.
On the other hand, sometimes too many cells have to be
flipped or switched in order to save very little area. Designers
may not want to make such sacrifice and prefer to pay the
little area cost instead. In order to balance the number of
cell flippings/switchings and the area saving, we update our
graph model by introducing more cost terms: cd, cf and cs,
which denote the cost of a D2D abutment, a cell flipping and
a cell switching respectively. The three cost values capture the
relative importance among the cell operations and area saving.
In the original graph model shown in Fig. 7, whenever a node
or edge introduces a D2D abutment, the corresponding cost is
1. To update the graph model, we first replace each 1 value
with cd. Next, if a node has one flipped cell (e.g., node fi,
fi+1oi and oi+1fi), the node cost is increased by cf . If a
node has two flipped cells (e.g., node fi+1fi), the node cost
is increased by 2×cf . Finally, each node in the last four rows
has its cost increased by cs since it denotes a cell switching.
On the updated graph model, the shortest path from s to t
provides a balanced solution with customized cd, cf and cs
values.

B. Other Design Rule Considerations

In practice, the design rules of standard cell abutments for
the 16 nm FinFET process can be much more complicated
than merely active node type (e.g., D2D) considerations. For



example, usually there are certain minimum width require-
ments for ‘U-shape’ and ‘stair-shape’ jogs on the diffusion
layers, as illustrated in Fig. 8(a) and Fig. 8(b) respectively.
When designing a standard cell, such rules may not apply if
its diffusion region does not have those jogs. However, when
abutting two standard cells during detailed placement, the ‘U-
shape’ and ‘stair-shape’ jogs are very likely to show up if
adjacent diffusion regions have different widths. Whenever the
minimum width rules are violated due to such cell abutment,
a dummy diffusion region has to be inserted in between, as
illustrated in Fig. 8(c), where wj is less than wu. In this
situation, the dummy gates on device edges can be tied to
power rails through the dummy diffusion.

D
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wu ws

wj

(a) Minimum width of a U-shape jog. (b) Minimum width of a stair-shape jog.

Diffusion Diffusion

(c) A dummy diffusion must be inserted if wj < wu.

Fig. 8. The design rules for minimum jog widths.

Such dummy diffusions also result in area cost. To capture
this in our graph model, we take the length of the dummy
diffusion as a cost term, namely ld. Depending on the shape of
the diffusion regions and the minimum jog width requirements,
the value of ld may vary among different cell abutments. At
the same time, the length of the inserted source nodes for a
D2D abutment is denoted by ls. Then an updated CFP graph
model is illustrated in Fig. 9.
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(a) The placement of two adjacent cells. (b) The updated CFP graph model.
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Fig. 9. The updated CFP graph model built on two adjacent cells.

As illustrated in Figure 9(a), even though the original
orientations of cell 1 and cell 2 have source to drain abutments
in both the P-diffusion and the N-diffusion, the ‘U-shaped’
jog introduced by the cell abutment violates the minimum
jog rule. To resolve the violation, dummy diffusion has to
be inserted in between, and consequently, cost ld is assigned
to the edge connecting from o1 to o2. Similarly, cost ld is
assigned to the edge connecting o1 and f2 as well. On the
other hand, abutting f1 and o2 introduces a D2D abutment,
and hence cost ls is assigned to the edge connecting them.

On the updated graph model, the shortest path from s to t
provides the optimal placement solution considering both the
D2D abutment penalty and the penalty of minimum jog width
rule violations. Similarly, other design rules involving area
penalty may also be formulated in the proposed graph model
as additional cost terms.

VI. CONCLUSION

This paper proposes a standard cell based detailed place-
ment optimization strategy for the 16 nm FinFET process. By
flipping a subset of cells in a standard cell row and switching
pairs of adjacent cells, the number of D2D abutments between
adjacent cell boundaries is optimally minimized, which saves
additional source node insertion and minimizes the placement
area. The benefits and the efficiency of the proposed algorithm
are verified by the experimental results. In the end, we
also discussed the flexibility of updating the proposed graph
model to minimize the cell flipping/switching operations and
expanding it to consider practically more complicated design
rules for the 16 nm FinFET process.
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