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Abstract—Physical Unclonable Functions (PUFs) are a new,
hardware-based security primitive, which has been introduced
just about a decade ago. In this paper, we provide a brief and
easily accessible overview of the area. We describe the typical
security features, implementations, attacks, protocols uses, and
applications of PUFs. Special focus is placed on the two most
prominent PUF types, so-called “Weak PUFs” and “Strong PUFs”,
and their mutual differences.
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I. INTRODUCTION

A. Motivation and Background

Electronic devices are pervasive in our everyday life. This
leads to a host of security and privacy issues. Classical cryp-
tography offers several measures against these problems, but
they all rest on the concept of a secret binary key: It is assumed
that the devices can permanently store a piece of digital
information that is, and remains, unknown to the adversary.
Unfortunately, this requirement can be quite difficult to uphold
in practice. Physical attacks such as invasive, semi-invasive,
or side-channel attacks, as well as software attacks like API-
attacks and viruses, can lead to key exposure and security
breaks [1]. One additional complication lies in the fact that
the employed devices should ideally be lightweight and cost
efficient, and are resource-constrained in certain commercial
scenarios. For example, some security systems will not contain
non-volatile memory cells due to their extra costs. This poses
the question: How can medium or even high security levels be
achieved in such circumstances?

B. PUFs, Role of Manufacturing Variations, Challenge-
Response Formalism

The described situation was one motivation that led to the
development of physical unclonable functions (PUFs). Their
key idea is to exploit the “random physical disorder” or the
“manufacturing variations” that occur in almost all physical
systems on small length scales. The shown disorder typically
cannot be fully controlled during the fabrication of the system,
and cannot be re-fabricated intentionally, not even by the
original manufacturer. It is unclonable, and constitutes an in-
dividual fingerprint of each system. Usually, this phenomenon
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is regarded as disadvantageous, for example in the context of
semiconductor fabrication. Integrated circuits commonly have
to be designed in such a way that their digital behavior remains
unaffected by manufacturing variations. PUFs, however, turn
said variations into an advantage, and explicitly exploit them
for security purposes.

More specifically, a PUF is an (at least partly) disordered
physical system that can be challenged with external stimuli or
so-called “challenges” Ci. Depending on the exact PUF type,
a PUF can thereby have merely one single possible challenge, a
few challenges, or even an exponential number of challenges in
some system parameter (see Sections II and III). Upon being
exposed to a challenge Ci, the PUF reacts by producing a
corresponding response Ri. The tuples (Ci, Ri) are thereby
termed the challenge-response pairs (CRPs) of the PUF.

PUFs are deliberately designed such that the response(s)
Ri depend on the individual physical disorder present in the
PUF. Each PUF response is hence not only a function of the
applied challenge Ci, but also of the PUF’s physical disor-
der. One consequence is that the challenge-response behavior
varies between different “physical instances” or “specimen”
of the same PUF, since any instance is subject to different
manufacturing variations. From an abstract perspective, one
could say a PUF’s challenge-response mechanism converts the
unique physical disorder of the PUF into digital input-output
data. While the exact challenge-response mechanisms vary,
most existing electrical PUFs thereby produce responses that
consist of exactly one bit. If necessary, several such single-bit
responses may be bundled to obtain a multi-bit identifier/key.

C. Inevitable Error Correction

Since PUF responses are based on very small manufac-
turing variations, PUFs usually operate more closely at their
stability limits than classical, digital systems. This renders
numeric error correction vital. Two basic approaches exist.

Firstly, standard error correction mechanisms may be ap-
plied to each PUF response, converting it into a stable, noise-
free output. Usually this error correction is accomplished via
some so-called “helper data”. The latter assists in the error
correction process of a given response, and has been derived
upon an earlier measurement of this response. The helper
data must be stored in some non-volatile memory (NVM)
accompanying the PUF, but not necessarily inside the PUF-
carrying system (which may not be equipped with an NVM).
It can be constructed in such a way that it can become known
to an adversary without compromising the secrecy of the PUF
response, i.e., it does not need to be kept secret [18].



A second, less widespread possibility for error correction is
the design of PUF protocols with inbuilt error tolerances. This
circumvents the need for perfect error correction inside the
PUF-carrying hardware, enabling more lightweight systems.
One example for this method is the well-known Strong PUF
identification protocol of Pappu et al. [52], [53] that we
discuss in Section III-C. We remark in passing that there
are notable differences between different PUF types regarding
error correction, which will be discussed in Sections II-C and
III-C.

D. Aspired Advantages and Some Applications

There are two benefits that users would like to gain
from PUFs: Security advantages and certain forms of
cost/practicality upsides. These assumed benefits have acted
as drivers for PUF research in the past.

Let us start with security aspects. Due to its complex and
disordered structure, a PUF can avoid some of the shortcom-
ings associated with digital keys. For example, it is usually
harder to read out, predict, or derive its responses than to obtain
the values of digital keys that are permanently stored in non-
volatile memory. The PUF-responses are only derived when
needed, meaning that they are present in the security system
in an easily accessible digital form only for very short time
periods. Furthermore, many PUFs have been assumed to be
tamper sensitive, meaning that invasive attacks would alter the
PUF’s response behavior permanently and notably. These facts
have been exploited for various PUF-based security protocols.
Prominent examples include schemes for identification and
authentication [53], [22], key storage [76], [25], key exchange
[15], [8], or digital rights management purposes [23].

On the cost/practicality side, PUFs allow the “storage”
of keys in hardware systems that do not have NVM. One
prominent example are FPGAs, where SRAM-based PUFs
have been suggested to derive a key on the FPGA. This key can
be used, for example, to encrypt/decrypt the design bitstream
that is uploaded onto the FPGA [25], since this design may
represent a substantial intellectual worth. Similar aspects hold
for other systems without NVMs, in which PUFs can be used
as an identifier or as key source.

II. WEAK PUFS

The two most important subtypes of PUFs, which should
be distinguished explicitly in any sound treatment of the topic,
are so-called “Weak PUFs” and “Strong PUFs”. They are
discussed in this and the upcoming section.

A. Characteristic Features of Weak PUFs

Weak PUFs essentially are a new form of storing secret
keys in vulnerable hardware, offering an alternative to ROM,
Flash or other non-volatile memories (NVMs). As all PUFs,
Weak PUFs exhibit some internal, unclonable physical disor-
der, and possess some form of challenge-response mechanism
that exploits this disorder (see Section I-B). Beyond this, their
characteristic features are as follows (compare [67], [60], [2]:

1) Few challenges: A Weak PUF has got very few, fixed
challenges, commonly only one challenge per PUF
instance.

2) Access-restricted responses: In all but very few ap-
plications, the challenge-response interface (or the
challenge-response mechanism, respectively) of a
Weak PUF needs to be access-restricted. It is assumed
that adversaries cannot access to the Weak PUF’s
responses, even if they hold physical possession of
the PUF-carrying hardware.

Both features fundamentally distinguish Weak PUFs from
Strong PUFs (compare Section III-A).

B. Implementation Examples

Weak PUFs can be implemented either using special pur-
pose integrated circuits designed to be sensitive to variation, or
by using the intrinsic variation present in all existing circuits.
While some of the first Weak PUFs were based on special
purpose circuits, the recent trend is toward instrinsic PUFs
fabricated from standard CMOS logic parts, since this is more
cost effective. One of the earliest Weak PUFs was a design
proposed in 2000 by Lofstrom et al. [42] to leverage threshold
mismatch for identifying circuits. A more involved PUF based
on sensing the capacitance of specially applied protective
coatings was given by Tuyls et al. [76]. Later, Su et al. [74]
demonstrated a chip-ID circuit based on cross-coupled devices;
to evaluate the ID, the cross coupled devices are brought to a
metastable state, and then allowed to spontaneously transition
to a stable state determined by process variation. In noting that
their design is SRAM-like, the authors of this work foreshadow
the subsequent trend of SRAM-based Weak PUFs.

The most popular implementation of intrinsic Weak PUFs
are SRAM PUFs. They exploit the inherent threshold variation
of the cross-coupled SRAM cells. The differential nature of
the cells make them ideal for being sensitive to variation and
also largely immune to common-mode noise. Furthermore, the
ubiquity of SRAM in nearly all VLSI circuits gives them wide
applicability as PUFs. The physical identifier is automatically
generated in the cell whenever it goes from an un-powered
state to a powered state, and the identifier can then be read
out using the standard memory access mechanism. The earliest
known mention of this phenomenon is in a patent by Layman
et al [38]. The phenomenon of SRAM signatures nevertheless
remained unknown to the wider research community until be-
ing later rediscovered in 2007 independenly and concurrently
by Holcomb et al. [31] and Guajardo et al. [25]. An alter-
native formulation of an SRAM-based Weak PUFs uses the
minimum data retention voltage of cells instead of the power-
up state [33]. Subsequent to SRAM PUFs, a variety of other
intrinsic Weak PUFs have been proposed. Memory-based PUFs
are suggested for storage technologies including Flash [54],
Memristors [35], and DRAM [56]. Intrinsic non-memory PUFs
are also proposed, including the butterfly PUF [36] that uses
cross-coupled latches in FPGAs, and a PUF based on bus-
keepers [72].

All of the above PUFs have one fixed way to excite
them (for example powering them up), and hence exactly one
challenge.

C. Applications and Error Correction

The main application of Weak PUFs is to derive secret
keys inside (lightweight) hardware systems. In principle, one



can distinguish two basic cases.

The first and by far most popular case is the derivation of
an internal, but shared secret key from Weak PUF responses,
which is known to a limited number of parties outside the
PUF-carrying hardware — usually only to the manufacturer
of the PUF. This approach pressumes that the manufacturer
learns the key, for example by directly accessing the Weak
PUF responses, in a secure set-up phase. At the same time,
one commonly assumes that adversaries with physical access
to the Weak PUF carrying hardware cannot access the PUF’s
responses, or learn the key, after the set-up phase. Even though
these two assumption live in some tension, they have never
been put too much in question in the general Weak PUF
literature. In practice, they may be realized by disabling access
to the PUF after the secure set-up phase in one way or the
other. The internal, shared key can then used for any classical
secret key based application. One exemplary and commercially
attractive application was already named in Section I-D: En-
cryption of the design bitstream that is uploaded onto FPGAs.
The second, but far less popular basic case is the derivation
of an internal, unshared key that is unknown to any party
outside the PUF-carrying hardware. This case partly releaves
the abovementioned tension, since the key never must leave the
system. It can remain forever inside a PUF-carrying, tamper-
sensitive hardware, for example a hardware that is surrounded
by a PUF-like coating [76]. One straightforward use for such
an internal, unshared key is memory encryption [76].

We stress that in any non-trivial applications of Weak
PUFs, perfect error correction in the derived secret keys neeeds
to be achieved. Since the secret key is never released to the
outside (after the set-up phase), this error correction must
be carried out internally, requiring suitable resources in the
Weak PUF carrying hardware. Several different approaches
have been developed to this end, including [7], [43], [81], [29],
[82], to which we refer the reader.

D. Attacks on Weak PUFs

If the digital responses arising from a Weak PUF are
read out by invasive means, the security of the system is
compromised. This is in principle comparable to the security
of a secret key stored in NVM, even though the PUF-response
exists in the system only for a short time. Still, this inherent
attack point of Weak PUFs has been successfully exploited in
recent publications by Nedospasov et al. [48]. Even if care is
taken to prevent SRAM PUF values from ever being read over
standard on-chip channels, attacks using laser stimulation can
reveal cell states in a powered SRAM PUF [48].

Also cloning attacks have been suggested lately. One key
observation is that not the entire PUF needs to be cloned in full
detail; it suffices if the clone has the same challenge-response
pair(s) as the original. Since Weak PUFs often have only one
CRP, the clone only has to be tuned until this single CRP
matches the original. It had been known for some time that
the identifying tendencies of SRAM cells can indeed be shifted
by directed aging using NBTI or other means [32], [5], [30].
Originally, this effect has been suggested to make the outputs
of SRAM PUFs more stable. It can also be exploited by an
adversary, though: In an invasive attack, he reprograms the
tendency of a cell using focused ion beam circuit edit, thus
effectively cloning the CRP behavior of the SRAM PUF [27].

E. History of Concept and Terminology

Historically, the concept denoted as Weak PUF in this
work has been called by at least one different term: Gassend
proposed the use of PUFs with a small number of fixed
challenges as an internal key source under the name of a
“physically obfuscated key” (POK) in 2003 [21]. In 2007,
Guajardo et al. [25] were apparently the first to use the terms
Weak and Strong PUFs, but without differentiating these two
concepts in full detail. Rührmair et al. contributed to a more
detailed distinction in 2009 to 2012 [69], [67], [60]. An attempt
at formalizing Weak PUFs is given in 2011 by Armknecht et
al. [2], who define a weak PUF as one that can be modeled
from a number of challenge response pairs that fails to be
exponential in any security parameter.

III. STRONG PUFS

A. Characteristic Features of Strong PUFs

So-called “Strong PUFs” are the second major PUF type
besides Weak PUFs. In opposition to the latter, they derive a
more complex challenge-response behavior from the physical
disorder present in the PUF. Typically, many physical compo-
nents are involved in the generation of a response, and there is
a very large number of possible challlenges that can be applied
to the PUF. Their security features have been put down in [69],
[67], [60], [70], and, more formally, in [59], [8]. In a nutshell,
they can be subsumed as follows:

1) Many challenges: Strong PUFs have a very large
number of possible challenges, ideally (but not neces-
sarily) exponentially many challenges in some system
parameter. This prevents a full read-out of all CRPs,
even if an adversary holds physical possession of the
PUF for considerable time.

2) Unpredictability: Even if an adversary knows a large
subset of CRPs, he cannot extrapolate or predict the
other, yet unknown CRPs.

3) Unprotected challenge-response interface: In all but
very few applications of Strong PUFs, it is assumed
that have a freely, publicly accessible challenge-
response interface (or a freely accessible challenge-
respons mechanism, respectively). Anyone holding
physical possession of the PUF or the PUF-carrying
hardware can apply arbitrary challenges to the Strong
PUF and read out the corresponding responses.

Please note that all three features mark clear differences to
Weak PUFs. Since the challenge-response interface of a Strong
PUF is in most applications is assumed to be unprotected, no
access restrictions on the PUF-responses need to be supposed.
Recall from Sections II and II-D that the latter were one of
the most critical assumptions in the security features of Weak
PUFs. Invasive attacks on the PUF responses are therefore
mostly obsolete for Strong PUFs 1. On the other hand, the
freely accessible challenge-response interface also brings about
downsides: It necessarily implies that Strong PUFs must have
very many CRPs to remain secure. It also enables modeling
attacks on Strong PUFs, since it allows the simple collection

1The only exceptions are invasive attacks on internal digital signals inside
the Strong PUFs itself, if such signals exist in a given Strong PUF design.
Examples are XOR-based Arbiter PUFs [75], [67] or Lightweight PUFs [46].



of large subsets of CRPs. The latter attacks are irrelevant for
Weak PUFs, in turn (see Sections II-D and III-D).

B. Implementation Examples

The first proposed Strong PUF is the optical PUF of Pappu
et al. [53]. It consists of an optical scattering object, for
example a plastic token which contains randomly distributed
glass spheres. The challenge to the structure is a laser beam
which is directed at the token under a selected angle and
point of incidence. The resulting response is the multi-bit
intereference pattern that emerges from the complex light
scattering process inside the token. Pappu et al. estimate that
their implementation of an optical PUF creates around 1010

independent CRPs [53].

The first electrical, integrated Strong PUF is the so-called
Arbiter PUF [22], [75]. Its idea is to exploit the varying
runtime delays in electrical components. In an Arbiter PUF
architecture, electrical signals race against each other through
a sequence of k stages, each of which consists of two mul-
tiplexers. The exact race path of each signal is determined
by k external bits which are applied at the stages, one bit
per stage. The race is called by a final arbiter element, which
is implemented by a latch. Arbiter PUFs with k stages have
2k challenges, and produce one-bit responses. Since the plain
Arbiter PUF is susceptible to machine-learning based modeling
attacks (see Section III-D), more sophisticated variants have
been developed. They have in common that they add non-
linearities in one way or the other to the standard Arbiter
PUF to complicate machine learning. Examples include Feed-
Forward Arbiter PUFs [39], [40], XOR Arbiter PUFs [75],
[67], and the so-called Lightweight PUF [46].

Moving away from the somewhat dominant Arbiter PUF
family, several alternative electrical Strong PUF designs exist,
to which we would like to point interested readers: The Power
Grid PUF [28]; Clock PUF [80]; Crossbar PUF [65]; and the
CNN PUF, which is based on analog circuits [11], [3].

C. Applications and Error Correction

The prime application of Strong PUFs is challenge-
response based identification and system authentication. The
idea has been first described in a banking card scenario [53] as
follows. It is assumed that the bank equips each banking card
with a Strong PUF. Before the card is released to the customer,
the bank applies a large number of random challenges to the
PUF, and stores the resulting CRPs in a secret, internal list
L. When the card is carried by the customer to a terminal
or automated teller machine, the card can identify itself by
using the unique challenge-response behavior of the PUF: The
bank chooses a couple of challenges from the list L, and sends
them to the terminal. The terminal applies the challenges to the
Strong PUF, and returns the obtained responses to the bank.
The latter compares them to the responses in the list L; if they
match, the identification was successful. Each CRP can be used
only once and needs to be erased from the list subsequently.

The above identification protocol has the advantage of
being extremely lightweight, and of requiring no resources
besides the PUF on the card. Standard PUF error correction
can potentially be executed outside the card (i.e., the PUF-
carrying hardware), for example by the terminal or the bank

itself. The protocol can also be made error tolerant by allowing
a small fraction of all responses to be incorrect; in this case,
no classical error correction needs to be applied at all. This
constitutes an advantage compared to Weak PUFs, where
perfect error correction must be accomplished inside the PUF-
carrying system, making the approach less lightweight. Note
that the protocol explicitly requires a Strong PUF: Since a
Weak PUF only has got one (or very few) digital responses,
it could be utilized in one protocol execution only.

The above protocol can be applied in any system identifica-
tion scenario, and shines the most for inexpensive, lightweight
systems. It can be used commercially for any forms of online
identification or certification (compare [78]).

Strong PUFs have also been suggested in cryptographic
applications beyond the above, basic identification scheme.
Already Pappu considers a simple bit-commitment protocol
that rests on the onewayness (non-invertibility) of the CRPs
of his optical PUF in 2002 [53]. Van Dijk suggested a key
exchange protocol based on Strong PUFs in a patent writing
in 2004 [15]. The usability of Strong PUFs as a universal
primitive was first demonstrated by Rührmair in 2010, who
showed that oblivious transfer (and hence also any secure
multi-party computatuion) can be based on Strong PUFs [61].
In 2011, Brzuska et al. [8] treated PUFs in the UC-model
and lead formal proofs for the security of Strong PUF based
bit commitment, oblivious transfer and key exchange. We
stress, however, that the secure commercial use of plain Strong
PUFs in these advanced protocols is currently under heavy
research, after a number of dedicated protocol attacks has been
discovered recently [62], [63], [16], [64], [17].

D. Attacks on Strong PUFs

Cloning and invasive attacks on Weak PUFs (Section II-D)
appear less applicable to Strong PUFs for a number of reasons.
Rather, the currently most relevant attack method for Strong
PUFs are so-called “modeling attacks” [40], [45], [67], [70].
They assume that an adversary has collected a large number
of all possible CRPs of a given Strong PUF (usually between
several hundred to a few million CRPs, depending on the
exact Strong PUF design). By use of numeric methods and
an internal, parametric model of the PUF, the adversary then
tries to extrapolate the behavior of the PUF on the other, yet
unknown CRPs. Machine learning algorithms are a natural and
very powerful tool to this end.

The reach of modeling attacks is surprisingly large, and a
considerable number of existing electrical designs have been
tackled successfully up to a certain size, including Arbiter
PUFs and variants thereof [67], [70]. Only optical PUFs
have resisted all modeling attacks so far. We refer the reader
to existing works [67], [70] and a recent survey paper on
modeling attacks [68]. Modeling attacks do not apply to Weak
PUFs, since the latter have only one challenge per PUF.
Therefore no extrapolation of unknown CRPs from a subset of
known CRPs is applicable. One very recent trend is to combine
modeling techniques with side channel information in order to
boost attack performance [13], [44].

Also dedicated protocol attacks on Strong PUF schemes
have been discovered recently. They differ from the above,
hardware-oriented modeling attempts. We refer the interested



reader to the existing literature on this topic [62], [63], [16],
[64], [50] and a recent survey paper [17].

E. History of Concept and Terminology

Historically, the structures that we call Strong PUFs today
have been referred to by different names. The first Strong PUF
in our sense is the optical PUF of Pappu et al. [52], [53] from
2001/02. Its input-output behavior is not just unpredictable,
but also non-invertible, whence the authors originally used the
term “physical one-way function” (POWF) for their invention.
Still in 2002, Gassend et al. [22] introduced circuit-based
Strong PUFs, using the names “physical random function”
and “physical unclonable function (PUF)”. The term Strong
PUF was then eventually suggested by Guajardo et al. [25] in
2007, but without fully detailing all its features. Rührmair et al.
worked out the exact security features and the associated attack
models in 2009 to 2012 [69], [67], [60]. Formal, mathematical
definitions of Strong PUFs have been given by Rührmair et al.
[59] in 2010 and Brzuska et al. [8] in 2011.

IV. SUMMARY AND OUTLOOK

This survey paper presented an overview of PUFs and
their applications as security primitives. The distinguishing
feature of PUFs in contrast to more traditional methods is
that their outputs are influenced by the random variations
arising during fabrication. This new approach brings about
some cost/practicality and also security upsides: PUFs allow
the “storage” of keys in hardware without non-volatile memory
cells, and their complex behavior promises better security
against attacks. On the downside, they are generally more
prone to errors and aging than classical approaches. Their in-
trinsically high noise levels must be compensated by dedicated
error correction or protocol measures.

The two main types of PUFs are denoted Weak PUFs and
Strong PUFs. Each have a variety of implementations: SRAM
PUFs and variants are the most popular Weak PUF designs,
while Arbiter PUFs and variants are the best investigated
electrical Strong PUF architectures. The two PUF types serve
distinct purposes; a Weak PUF is akin to a secret key, whereas
a Strong PUF is more like a physical hash function. After
almost 15 years of existence, PUFs show no signs of slowing
down as a research topic, and today both Weak and Strong
PUFs are already commercially available as products. The
commercial and academic perspectives of the field hence
appear bright.
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[44] A. Mahmoud, U. Rührmair, M. Majzoobi, F. Koushanfar: Combined
Modeling and Side Channel Attacks on Strong PUFs. IACR Cryptology
ePrint Archive 2013: 632 (2013)

[45] M. Majzoobi, F. Koushanfar, and M. Potkonjak. Testing techniques for
hardware security. In International Test Conference (ITC), 2008.

[46] M. Majzoobi, F. Koushanfar, and M. Potkonjak. Lightweight secure
pufs. IEEE/ACM Int. Conf. on Computer-Aided Design, 2008.

[47] M. Majzoobi, M. Rostami, F. Koushanfar, D.S. Wallach, and S. De-
vadas: Slender PUF Protocol: A Lightweight, Robust, and Secure
Authentication by Substring Matching. IEEE S&P Workshops, 2012.

[48] D. Nedospasov, J. P. Seifert, C. Helfmeier, and C. Boit. Invasive PUF
Analysis. Fault Diagnosis and Tolerance in Cryptography (FDTC),
2013 Workshop on, pages 30–38, 2013.

[49] NXP Semiconductors. NXP Strengthens SmartMX2 Security Chips
with PUF Anti-Cloning Technology, February 2013.

[50] Rafail Ostrovsky, Alessandra Scafuro, Ivan Visconti, Akshay Wadia:
Universally Composable Secure Computation with (Malicious) Physi-
cally Uncloneable Functions. EUROCRYPT 2013: 702-718
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[58] U. Rührmair: PUFs at a Glance. Design, Automation and Test in
Europe (DATE’14), 2014.
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