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Abstract—In this paper, we propose to move the 
conventional extensible processor design flow to the 
approximate computing domain to gain more speedup. In this 
domain, the instruction set architecture (ISA) design flow 
selects both exact and approximate custom instructions (CIs). 
The proposed approach could be used for the applications 
where imprecise results may be tolerated. In the CI 
identification phase of the flow, the CIs which do not satisfy the 
maximum propagation delay but can provide approximate 
results also may be included in the CI candidate set. Next, in 
the selection phase, we propose a merit function which selects 
CIs with higher cycle savings and small error rates. The 
efficacy of the proposed approximate design flow is 
investigated using the case studies of the discrete cosine 
transform (DCT) and inverse DCT (iDCT) of the MPEG2 
application. Also, the impact of the process variation on the 
impreciseness of the results is investigated. 

I. INTRODUCTION  

In recent years, the request for using embedded 
processors in different application domains has been 
considerably increased. Achieving high performance yet low 
power embedded processors is not normally obtainable 
through general-purpose processors. This, however, may be 
attained via the use of extensible processors which have 
emerged in the field of embedded computing as a promising 
approach  [1]. In this approach, by extending the instruction 
set architecture (ISA) of the baseline embedded processor, 
the critical portions of the running application on the 
processor is accelerated. The extension includes adding some 
extra custom instructions (CIs) to the instruction set of the 
baseline processor. These CIs are executed through a 
hardware which is called custom functional unit (CFU). 

The successful use of the extensible processor approach 
strongly depends on providing an efficient automated design 
flow for customizing the ISA of the processors. There are 
two main phases in the design flow including custom 
instruction identification and selection, which are 
computationally intensive and time-consuming. The ways 
that these phases are performed directly impact the 
effectiveness of the extensible processors. Many approaches 
have been proposed to automate these phases (see, e.g.,  [1]). 
In the identification phase, all the convex subgraphs of the 
data flow graph (DFG) of the application which satisfy the 
micro-architectural constraints such as delay and I/O 
limitations, are enumerated and placed in a CI candidate set. 
Next, the isomorphic CIs are grouped to each other and 
generate a CI group set which can be executed using a piece 
of hardware in the CFU. Also, based on overlapping between 

the nodes of the identified CIs a conflict graph indicating 
these overlaps are generated. Finally, in the selection phase, 
the best CIs from the CI candidate set are chosen.  

The constraints play a major role in the speed 
enhancement of the extensible processors. The maximum 
propagation delay (MPD) of the CIs is one of the main 
constraints which is defined based on the clock period (single 
or multi clock) of the processor. This constraint guarantees 
that the identified CI completes its operation before its 
results are fetched by the next stage of the processor. 
Satisfying this constraint eliminates CIs with higher cycle 
savings. If we select CIs which do not meet this delay 
requirement, either the operation will not be correctly 
performed or the function is partially performed providing 
imprecise results. If imprecise results can be tolerable, the 
use of CIs with higher cycle saving may provide us with 
more speed gain in extensible processors. This has been our 
motivation for proposing to move from conventional ISA 
extension design flow to an ISA extension design flow based 
on approximate computing. The idea of approximate 
computing is based on tolerability of result impreciseness in 
some applications which are resilient to errors during 
execution  [2]- [4]. Since obtaining imprecise results is 
computation less expensive, the use of approximate 
computing may provide some speed and/or energy gains. 
The accuracy decrease may affect the functional correctness 
and reliability. Two targets may be considered for using the 
approximate computing. The first target is the reducing 
power consumption which is attained by using approximate 
functions, which consume lower power compared to the 
exact operations, or reducing the supply voltage. The second 
one is the increasing the performance which may be achieved 
by using approximate functions, which have smaller 
propagation delay compared to the accurate functions, or 
decreasing the period of the input clock  [5].  

In this paper, we suggest using the approximate 
computing approach for designing the extensible processors 
for the applications where imprecise operations are tolerable. 
The flow may improve the speedup of the extensible 
processor. In the design flow, the identification phase is 
modified such that the approximate CIs which can be 
identified. In the selection phase, a merit function is 
proposed to select CIs with higher cycle savings and smaller 
error rates. We also study the impact of the process variation 
on the selected CIs in the approximate computing approach. 
The rest of the paper is organized as fallows. In Section II, 
first, we define the approximate CI and then describe our 
proposed design flow based on approximate computing. The 



res
pr

the
ca
de
en
ide
res
ina
ca
Ad
va
So
pr
in 
co
He
ap
co
Th
ap
sp

va
res
co
de
pr
inc
op
be
the
va
tw
2.6
res
for
the
ge
ran
ex
(ar
de
de
res
inp
res
ex
err
err
IS
ca
wh
se
of 
ina
wi
wi

ide
wh

sults are discu
ovided in Sect

II. A

As mentione
e runtime of t

andidate CI m
elay. In this ca
numerated to 
entification ph
sults are no
accurate resu

andidate set, 
dditionally, in
ariation decre
ome methods
ocessors have

decreasing 
omputing appr
ence, when th

pplication whe
ould be select
herefore, in 
pproximate co
peedup of the e

An approxim
alue, however
sults. Note 

onstraint is inc
elay of approx
ecise. Howev
creased, the s

perations such 
elongs to the m
ese types of o

alues.  Figure 1
wo 32-bit inpu
66 ns.  Figure 
sults under di
r this CI, two
e first input p

enerated while
ndom (µ = 0

xpected, by d
round zero), 

ecreased. In t
ecreasing the 
sults are wron
put, by reduci
sults are wron

xtension desig
ror rate of the
ror rate. There
A extension d

andidate set c
hich results 
lecting a CFU

f the propose
accuracy of th
ith smaller err
ill be explaine

In the iden
entification a
hile the detail

ussed in Sect
tion IV. 

APPROXIMATE

ed before, the 
the application

meets all constr
ase, in the conv

be added to
hase. This CI
ot accurate. 
ults from this 

which may 
n the conven
ases the yiel

s to increase
e been present

the speedup
roach, the erro
he CIs are id
ere the inacc
ted without co

the present
omputing appr
extensible pro

mate CI does n
r, in some c
that if the 
creased to a 

ximate CIs, th
ver, since in 
speedup will b
h as adder and 
most significa
operations dep
1(a) shows an 
uts and one 3
 1(b) shows t
ifferent clock 
o different inp
attern, 100K u
e for the seco
0, σ = 255) 
decreasing the

the slope o
the case of t
clock period

ng, while in t
ing the clock p
ng. It shows, 

gn flow, besid
em should be 
efore, in the pr
design flow (
contains accu
in larger can

U with higher 
ed flow, bot
he CIs are con
ror rate. Now, 
ed in the next p

ntification ph
algorithm pro
ls of the algor

tion III while 

E CUSTOM INS

extended ISA
n. However, i
raint instead o
ventional appr
o the CI can
I is omitted b
However, b
CI, it could
result in m

ntional appro
ld of the ma
e the yield o
ted  [6] while 
p. However, 
or in computa
dentified from
curacy is acce
oncern about 
ts of the p
roach may he
cessors.  

not guarantee
ases it may 
maximum p

value equal t
e operation of
this case, th

be reduced.  
multiplier, th

ant bits. Henc
pends on the 
example of a 

32-bit output 
the error rates
periods. To f

put patterns ha
uniform rando
ond input patt

data have b
e range of t
f increasing 
the uniform r
d to 1.7 ns, 
the case of th
period to 1.7 n
in approxima

de cycle savin
considered to
roposed appro
see  Figure 2)

urate and also
ndidate set t
speedup. In C

th speed ga
nsidered to rea

the details of 
paragraphs. 

hase, the mo
posed in  [7]
rithm are pres

the conclusio

STRUCTION 

A is used to re
t is possible t
of the propag
roach this CI i
ndidate set in
because its ou
by accepting 
d be added to
more speed 
oach, the pro
anufactured c
of the exten
all of them re

in approxi
ations is toler

m the parts o
eptable, these
process varia

process varia
elp to improve

 to result a pr
generate acc

propagation d
to the propag
f these CIs wi

he clock perio
For the arithm

he critical path
ce, the accurac
range of the i
CI which con
while its MP
s of the gene
find the error 
ave been used
om data have 
tern 100K no

been used. As
the data vari
the error ra

random input
almost all ou

he normal ran
ns, only half o
ate computing
ng of each CI
o reduce the ou
oximate compu
, the identifie
o, inaccurate 
that may lea
CI selection p
in and also,

ach higher spe
f the proposed 

odified singl
 have been 

sented in  Figu

on is 

educe 
that a 
gation 
is not 
n the 
utput 

the 
o the 
gain. 
ocess 
chips. 
nsible 
esults 
imate 
rable. 
f the 

e CIs 
ation. 
ation, 
e the 

recise 
urate 
delay 

gation 
ill be 
od is 
metic 
hs are 
cy of 
input 

ntains 
PD is 
erated 

rates 
d. For 

been 
ormal 
s we 
ation 
te is 
t, by 
utput 
ndom 
of the 
g ISA 
I, the 
utput 
uting 

ed CI 
CIs, 

ad to 
phase 
, the 
eedup 

flow 

le-cut 
used 

ure 3. 

This
prop
15). 
of a
chec
to th
sear
of th
its s
cont
inac
prop
first
cand
and 
CI i
The 
prop
the 
bran

 

Figur

Propag
of op

Figur

1: i
2: 
3: 
4: 
5: }
6: s
7: 
8: 
        
9: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: }

Figur

s algorithm 
pagation delay

 In the conve
an identified 
cked by funct
he CIs candi

rch in the sear
he sub-graph i
search on the
tinues its sear
ccuracy of the
pagation delay
t, the identific
didate set, and
selects one o
s an approxim
algorithm is 

pagation delay
error rate of 

nch. 

 
 

 
(a)

re 1. a) An exa
different input p

Ident
ph

gation delay 
perations

DFG
Applic

Identification 
Constraints 

Selecti

Selec

re 2. Proposed a

identification() {
   topological_sor
   search(1, 0) ; 
   search(0, 0) ; 
} 
search (current_ch
   if (current_choi
       if (forbidden
          (!permanen
       if ( input_por
           if (!violate
               add_to_
           else { 
               add_to_
               return;
           } 
       } 
   if ((current_ind
   current_index =
   search(1, curren
   search(0, curren
} 

re 3. The pseudo

is modified
y constraint fo
entional appro
sub-graph is 
ion violate_M
idate set, and
rch tree. In de
is larger than 
e current bra
rch from one 
e CIs is accep
y of the sub-g
cation algorith
d next leaves 
other branch to
mate CI, which

not continue 
y is more than

the CIs whic

ample of a CI, 
patterns and propa

tification 
hase Find

Fin

G of 
cation

MP

ion Phase

Merit 
Function

ted CIs

approximate comp

rt() ; 

hoice, current_ind
ice == 1) 

n()) || (!output_por
nt_input_port_ch
rt_check()) { 
e_MPD())  
_CI_candidate_s

_CI_candidate_s
 

dex + 1 ) == NOD
= current_index +
nt_index); 
nt_index); 

o code of the iden

d to check 
or each identif
oach, if the pr
smaller than 

MPD()), the su
d the algorith
spite, if the pr
the MPD, the

anch of the s
other branch. 
ptable, in the
graph is larger
hm adds this 
this branch of
o search. Note
h its results m
its search in 
n MPD due t
ch would be 

(b) 
and b) its outp

agation delay con

d CI Groups

Sd Error rate 
of CIs

PD Constraint 

Accurate CIs

Fo

puting ISA extens

dex) { 

rt_check()) ||        
heck()) ||  (!convex

set(); 

set(); 

DES) return; 
+ 1; 

ntification algorith

the maximu
fied CI (lines 
ropagation de
the MPD (it

ubgraph is add
hm continues 
ropagation de
e algorithm sto
search tree, a
However, wh
 case where 
r than the MP
subgraph to 

f the search tr
e that this add

may be impreci
a branch that 
to the increas
selected in t

put error rate un
nstraints. 

Find Conflict 
Graph

Synthesize CIs

s

r Approximate CIs

 
sion design flow

                           
xity_check()) retu

hm 

um 
10-

elay 
t is 
ded 
its 

elay 
ops 
and 
hen 
the 

PD, 
the 
ree, 
ded 
ise. 
its 

ing 
this 

 

nder 

         
urn ; 



After the identification phase, similar CIs are grouped 
and the conflict graph of the CIs is generated. Next, the error 
rate of the CIs which their propagation delays are more than 
the MPD, should be calculated. Hence, to find the error rate 
of the approximate CIs, by using a synthesis tool, the gate-
level netlist of them with their corresponding standard delay 
files are extracted. Now, by using a gate-level simulator, the 
error rates of the approximate CIs are calculated. The input 
of the CIs during the simulation is the profiled data which are 
collected during the running of the input application on the 
baseline processor. For each input data, the output result at 
the clock period of the processor is checked, and if the output 
is different from the expected output, we consider it as error. 
Now, based on the error counts, the error rate (ER) of each 
CI is calculated. Note that the ER value is bounded by [0,1], 
and for the accurate CIs this value is equal to zero. It should 
be noted that the error rate of a CI may be changed due to the 
process variation. In the existence of the process variation, 
the error rate may be decrease or increase. 

Finally, in the selection phase, the CI groups with the 
highest cycle saving should be selected. In the approximation 
computing case, the selection phase should consider the 
inaccuracy of the CIs along with their cycle saving. Hence, 
in this case, we have a multi objective selection, where one 
of them is maximizing the cycle saving while the other one is 
minimizing the error rate. In this work, we use the greedy 
selection algorithm to select the CIs. Therefore, we modify 
the conventional merit function which is based on the cycle 
saving (CS) to a merit function which assigns higher merit 
value to the CIs with higher CS and smaller ER values. 
Therefore, the proposed merit function is formulated as  

ݐ݅ݎ݁݉.௜ܩܫܥ = 	 ∑ .௝ܫܥ ௜௝ୀଵ1	ீ௥௢௨௣	஼ூ	௜௡	஼ூ௦	௢௙	#ܵܥ +	∑ .௝ܫܥ ௜௝ୀଵ	ீ௥௢௨௣	஼ூ	௜௡	஼ூ௦	௢௙	#ܴܧ  (1) 

where CIGi.merit is the merit value of the ith CI group, while, 
CIj.CS (CIj.ER) shows the cycle saving (error rate) of the jth 
CI in the ith CI group. During the greedy selection algorithm, 
the merit value of each CI is calculated, and the CI group 
with the highest merit value is selected. Next, the CI groups 
based on the conflict with the selected CI group are pruned. 
This process is continued until the CI candidate set becomes 
empty. 

III. EXPERIMENTAL RESULTS 

To study the efficacy of the proposed design flow, we 
have extracted the custom instructions of the Discrete Cosine 
Transform (DCT), and inverse DCT (iDCT) which are used 
in image processing applications especially in lossy video 
and image compressing algorithms. To determine the impact 
of the imprecise DCT and iDCT components on the output 
quality of the algorithms, we have applied the imprecise 
DCT in the MPEG2 encoder while the approximate iDCT 
have been used inside the MPEG2 decoder. Three video 
streams have been used as the input of the MPEG2 
encoder/decoder video compression algorithms which were 
bus (150 frames), football (260 frames), and miss America 
(150 frames). Note that only the custom instructions of the 
DCT and iDCT parts of the MPEG2 encoder and MPEG2 
decoder have been extracted. Also, it should be mentioned 
that the DCT and iDCT in MPEG2 encoder/decoder take 
more than half of the runtime of these compression 
algorithms. The quality of the output videos are reported in 
Peak Signal to Noise Ratio (PSNR) while the video streams 

were in YUV color space. To find the approximate CFUs, 
we have used the proposed design flow in  Figure 2. The 
delay of the CIs has been extracted in 45 nm technology  [8]. 
The baseline processor was a 5-stages in-order pipeline 
MIPS processor, where its frequency was 666 MHz. All the 
operations, except of the multiplying, took one cycle, while 
the multiplying took 2 clock cycles. In this work, only the 
single cycle CIs have been extracted under the I/O constraint 
of 2/1. The CIs were identified under 1.5ns MDP constraint. 
 TABLE I reports the number of the identified CIs, CI groups, 
and selected CIs for DCT and iDCT components in the two 
cases of the conventional (denoted by CONV) and 
approximate computing (denoted by APXC) ISA extension 
approaches. As the results show, the number of the identified 
CIs in the approximate computing approach is more than the 
conventional approach which leads to selecting CIs with 
higher cycle savings. The speedups are reported in two 
different clock periods, 1.5 ns and 1.75 ns. Note that in the 
case where the clock period is 1.75 ns, the MPD constraint 
during the identification phase was 1.5 ns.  

The results show, in the case of the DCT (iDCT), moving 
the ISA extension design flow, from conventional approach 
to approximate computing leads to about 460%(70%) 
speedup improvement. In the case of the DCT, in 
conventional approach there is only one CI group which 
satisfied the constraint, while in the approximate computing 
approach 23 CI groups exist that cycle saving of most of 
them are higher than the identified CI group in conventional 
approach. Also, in the selection phase, eight of the selected 
CI groups where among the approximate CIs which lead to 
higher speed gain in the approximate computing approach. 
As an example, one of the approximate CI is (125 × In1) + 
(106 × In2), where its propagation delay is about 2.1 ns. This 
CI was not identified in the conventional ISA extension 
design flow, while its error rate under all video streams was 
almost zero. Note that in the case where one of the inputs of 
a primitive is a constant value, the propagation delay of that 
primitive after the synthesis to gate level netlist, due to the 
optimization, is much smaller than the propagation delay of 
the primitive when both of its inputs are not constant. In the 
case of the DCT (iDCT), in the conventional approach, by 
extending the ISA, the number of the instruction fetch was 
reduced about 12% (12%), while in the case of the 
approximate computing, it was decreased about 57% (31%).  

In the case of approximate computing, the cost of the 
speed gain is imprecise results, which provides to lower 
PSNR.  TABLE II represents the average of the PSNRs of the 
video streams under different clock periods, and also under 
the impact of the process variation. To study the impact of 
the process variation we have considered channel length (L) 
and voltage threshold (Vth) variations. For both of them, we 
have assumed a random variation where the σ/µ of it was 
10%. Also, the variation was modeled for one hundred CFU 
sample for each case. Note that the expected PSNR of the 
bus, football, and miss America video streams was 28.5 dB, 
32.4 dB, 43.6 dB, respectively. In the case where the impact 
of the process variation is not considered, when the clock 
period is 1.5 ns, the PSNR of the bus, football and miss 
America output video streams of MPEG2 encoder (decoder) 
have been decreased about 10% (14%), 13% (10%), and 
37% (46%), respectively. While, by increasing the clock 
period, which is about 16%, the PSNR reduction has been 
decreased significant. 
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