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Abstract — This paper presents an application-driven 

algorithm for Dynamic Thermal Management (DTM) for the 
High Efficiency Video Coding (HEVC). For efficient design of 
such a DTM policy, we perform an offline thermal analysis of an 
HEVC encoder and demonstrate the impact of different video 
sequences and different coding configurations on the processor 
temperature. Our thermal analysis is leveraged to develop an 
efficient application-driven DTM policy that performs 
temperature-aware coding along with an application-driven 
control of DTM knobs (e.g., frequency scaling) in order to meet 
the temperature constraints while still providing high video 
quality (i.e. PSNR loss < 0.01dB). For accurate thermal analysis 
and evaluation, we deploy an infrared camera-based thermal 
measurement setup that, on the contrary to state-of-the-art 
setups, does not require adding any extra layer on top of the 
measured chip, thus allowing the camera to accurately capture 
the infrared emissions from the die. 

Keywords—Dynamic Thermal Management, DTM, HEVC, 

Application-Specific Optimization, Thermal Analysis, IR Camera. 

I. INTRODUCTION AND RELATED WORK 

Video encoding/decoding applications have become an 

integral part of mobile devices, servers, and PCs. The JCT-VC 
standardization committee has recently developed the next-
generation High Efficiency Video Coding (HEVC) standard [1][2]. 
It provides 2x higher compression compared to the AVC/H.264 by 
incorporating an advanced set of novel coding tools like Coded 
Tree Unit (CTU) structure with large-sized blocks [3], numerous 
(Intra and Inter) prediction modes with an intensive mode decision 

search [4], and improved in-loop deblocking filters. However, 
these tools significantly increase the computational complexity, 
power, and temperature; see [6] for an extensive analysis of 
HEVC. Compared to H.264, the complexity of the block matching 
process with inter prediction mode decision in HEVC is up to 
~2.2x [5]. 

Such high complexity can be well complemented by the 

advances in the semiconductor technology where continuous 
technology scaling enables developing modern multimedia 
computing platforms [7]. However, integrating billions of 
transistors in a small area has resulted in high power densities and 
consequently increased on-chip temperatures [8][9]. This, in turn, 
leads to elevated cooling costs and degraded reliability/lifetime 
[8][9][10]. Therefore, temperature reduction is one of the primary 

design objectives in HEVC-based embedded multimedia systems to 
maintain a reliable operation during lifetime. 

In order to keep the temperature under safe operational limits 
(i.e. below a specified threshold

1
) or to lower the overall 

peak/average chip temperatures, Dynamic Thermal Management 
(DTM) policies are employed. These policies use task migration 

                                                           
1 Typically threshold temperature as specified by the chip vendor. 

[11], frequency/voltage scaling [12]-[14], clock gating [15], or 
combination of these as control knobs [13]. Traditional DTM 
policies (such as [11]-[15], etc.) typically monitor the temperature 
and predict the workload to perform task migration or 
frequency/voltage scaling at run-time. However, these state-of-the-
art DTM do not exploit the application-specific properties of video 
coding and may incur significant performance or quality of service 

(QoS) degradation (e.g., loss in video quality in terms of PSNR or 
frame rate, loss in bit rate, etc.) [13][18]. In case of video 
encoding/decoding, the algorithmic and video content knowledge 
can be characterized and exploited to obtain more efficient DTM. 

State-of-the-art in DTM for video coding mainly target old 
standards like MPEG-2 and H.264, thus may not be efficiently 
applied to next-generation HEVC due to its novel coding tools like 

CTU and high complexity. The works in [16] and [17] perform 
spatial and temporal quality degradation using frame drops for 
MPEG2 decoding to meet the temperature constraints. These 
techniques primarily rely on frame drops for lowering the 
temperature which results in significant QoS loss that may not be 
acceptable in many scenarios. Moreover, they mainly target video 
decoding and do not account for encoding, which is >10x more 

complex than decoding [19] and consequently more challenging 
for DTM. In order to cope with the performance degradation 
effects of different DTM policies, the work in [18] selects a video 
quality degradation mode using encoder parameters. However, it 
does not investigate and address the impact of different video 
properties on the generated temperature. 

In Summary: To address the aforementioned challenges there 

is a prominent need for an application-driven DTM policy that 
efficiently control the on-chip temperatures during the HEVC 
encoding while still providing a high video quality. Developing 
such a policy necessitates analyzing the HEVC thermal behavior 
using an accurate thermal setup. 

A. Our Novel Contributions and Concept Overview 
1) hevcDTM – An Application-Driven Dynamic Thermal 

Management Policy for HEVC (Section III): It performs a 

temperature-aware coding configuration selection along with an 

application-driven control of DTM knobs (like frequency scaling) 

in order to manage temperatures with minimum penalties in terms 

of bit rate as well as PSNR. This policy leverages the temperature 

impact of HEVC coding tools and video content properties. 

2) HEVC Thermal Analysis (Section II): For designing an 

application-driven DTM policy, we perform an extensive thermal 

analysis of the HEVC standard and study the thermal behavior of 

different coding configurations and video sequences. 

To the best of authors’ knowledge, we are the first to perform 
thermal analysis and management of the next-generation HEVC. 



II. THERMAL ANALYSIS OF THE HEVC ENCODER 

Before moving to our HEVC thermal analysis, we present an 
overview of our in-house thermal measurement setup. 

A. Peltier-Based IR Thermal Measurement Setup 
To circumvent the information deficiency on the thermal 

distribution across modern processor chips and to accurately 
analyze their thermal behavior when executing complex real-
world applications such as the HEVC, real-time thermal imaging 
of a processor using IR-cameras is essentially demanded 
[20][21][22]. It facilitates researchers and designers to develop, 
optimize, and evaluate efficient DTM policies. However, this 
requires safely removing the cooling system (e.g., fan, metal heat 

sink, and packaging) of the processor chip as it is an infrared 
opaque in order to expose its die for measuring the emitted 
thermal radiations. Consequently, to keep the processor 
temperature in a safe range without affecting the thermal imaging, 
alternate IR-transparent cooling mechanisms need to be used. 
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Fig. 1: The impact of mineral oil on thermal imaging; a special oil designed for 
the IR spectrum (similar to [20][21]) is used to demonstrate its impact when the 

thermal radiations emitted from a hot object are measured by an IR-camera. 
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Fig. 2: Oil-free IR-thermal measurement setup [26]. 
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Fig. 3: Bottom-view of the chip 
showing the cooling mechanism [26]. 

Fig. 4: Temperature cycles for two 
sequences 

State-of-the-art works deploy thermal setups [20]-[22] 
introduce an additional transparent layer of mineral oil between 
the IR-camera and the die-under-measurement for cooling. This 
can disturb the thermal imaging due to its thickness and thermal 
convection (see Fig. 1). Therefore, we deploy an advanced oil-free 
measurement setup [26] that provides researchers more clear 

thermal imaging; see Fig. 2 and Fig. 3. It allows the processor to 
work within operational conditions and does not require adding 
any new layer between the die-under-measurement and the IR-
camera lens. It employs a thermoelectric device that continuously 
cools down the chip from the bottom side (i.e. right below where 
the chip is located on the PCB) in order to maintain a safe 
operation. When the electrical current flows through the 

thermoelectric device, it generates a temperature variation between 
both device sides making one side cold and the second one hot due 

to the Peltier effect. Removing the released heat from the hot side 
results in reducing more temperature of the cold side. By tuning 
the voltage fed into the thermoelectric device, a wide range of 
applied chip cooling can be obtained to support different kinds of 

processors requirements. 

In our experiments, we study an Intel Atom 45nm dual-core 
processor operating at a maximum frequency of 1.8 GHz. The on-
chip temperatures are directly measured using a DIAS pyroview 
380L compact IR-thermal camera capable of precisely capturing 
temperatures with an accuracy of ±1 °C and a spatial resolution of 
50 μm per pixel [23]. The real-time thermal images were taken 

and sent to a PC (at a frame rate of 50Hz) that analyzes them to 
build the corresponding thermal maps of the measured processor 
over time. 

B. Thermal Analysis of the HEVC Encoder 
Now, we present our thermal analysis of HEVC encoding [24] 

for different video sequences, which provides hints for designing 
an application-driven DTM. Video sequence properties (like 
motion intensity, texture intensity, etc.) can directly affect the 

encoding process behavior and the computational effort needed to 
encode one sequence. Consequently, these properties will affect 
the thermal behavior for encoding videos. 

Thermal Analysis for Different Video Sequences 
considering Core Idling: Fig. 4 shows the core temperature over 
time for two test video sequences: “RaceHorses” with high-
motion (dark line) and “BQMall” with low-motion (gray line). For 
each frame same arrival time is assumed. Therefore, if one video 

frame is encoded earlier, the core is put in the idle state to reduce 
the temperature. Fig. 4 shows that for the high-motion 
“RaceHorses” sequence, the temperature stays high for most of the 
time due to less idle period, while for the “BQMall” sequence the 
temperature goes down earlier and stays low more due to a longer 
time. The average temperature of encoding the low-motion 
sequence is 2.5 ºC lower than encoding the high-motion one. This 

shows that reducing the workload directly influences the cooling 
period of a core. Hence, the workload of a high-motion sequence 
can be curtailed to increase the cooling-down period. 

Thermal Analysis for Different Video Sequences 
considering Frequency Scaling: Besides core idling, an alternate 
method to reduce the average temperature is executing the 
workload at a low frequency while stretching the execution time 

so that the encoding finishes near the next frame arrival time; 
otherwise the core is put to the idle mode. Fig. 5 shows the core 
temperature over time for the same test video sequences when 
reducing the operating frequency by 25% of the maximum 
frequency (1.8 GHz to 1.35 GHz) for the low-motion sequence

2
. 

This results in a decrease in the peak/maximum core temperature 
from 56.4 ºC to 53.9 ºC. Fig. 5 also shows the thermal map3 at two 

interesting points in time before going to the idle state, that the 
maximum temperature of the low-motion sequence is lower than 
that for the high-motion sequence. 

Thermal Analysis for Different Video Sequences 

considering Parallelism in HEVC using Multiple Tiles: 
Another challenging scenario is considering tighter deadlines. In 

                                                           
2 Voltage scaling is not available on our Atom board. However our approach 

and measurement setup is equally applicable to processors with DVS support. 

3 The thermal maps are mirrored with the die floorplan since this is how the 
infrared camera shows the images. 



such a case the low-motion sequence may finish in time, but the 
high-motion sequence needs more performance which can be 
achieved by using the HEVC’s tile-level parallelism, i.e. 
partitioning the frame into two parts and executing two threads on 

two cores. Fig. 6 shows the temperature over time for two 
sequences with a tighter deadline. The “RaceHorses” sequence is 
parallelized on two cores using two tiles to achieve high 
throughput so that both sequences finish their execution at the 
same time. If this is before the next frame’s arrival time, the cores 
are put to the idle state (see sudden temperature drop). Using 2 
cores for the “RaceHorses” sequence leads to 5 ºC higher 

temperature compared to the “BQMall” sequence. The 
temperature state of the chip at the end of frame encoding is 
shown using the thermal maps. 
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Fig. 5: Temperature analysis using FS 
for low motion sequence. 

Fig. 6: Temperature analysis for high 
motion sequence with 2 cores. 

The above experimental analysis demonstrates that video 
properties (especially the motion content) directly influence the 
generated temperature for HEVC encoding and potential of 
applying DTM mechanisms (e.g. core idling or frequency scaling). 
Therefore, we aim at addressing the key challenge of leveraging 
the video content properties to enable application-level 

temperature management during the HEVC encoding. 

III. HEVCDTM: OUR APPLICATION-DRIVEN DTM POLICY 

FOR THE HEVC ENCODER 

Fig. 7 shows our system overview with the HEVC encoder, 
our application-driven DTM algorithm, and the Atom processor 

with the temperature sensors. The main goal of our DTM 
algorithm is to leverage the video properties, encoder parameters, 
and other control knobs (like frequency scaling and task 
migration) to keep the current temperature below a threshold 
temperature and minimize the quality degradation. While the 
HEVC encoder is processing a sequence, our DTM algorithm 
monitors the current temperature through the available 

temperature sensors. In case the temperature is approaching to the 
pre-defined thermal threshold, it adapts the encoder parameters 
(like quantization parameter and CU size) to lower the 
temperature. Furthermore, our DTM algorithm extracts motion 
and texture properties of the video sequences and leverage them to 
further adapt the encoder parameters.  

Fig. 7 also illustrates a high level flow of our proposed 
application-driven DTM algorithm. The algorithm performs the 

temperature control at two levels of the encoding process using 
motion intensity and texture properties: (1) long time system 
configuration (frame by frame); and (2) short time system 
configuration (CU by CU). The long time system configuration is 
based on the motion intensity variation between frames. The first 

step of the algorithm is to extract the motion intensity related to 
the target frame and depending upon the motion intensity 
classification, frequency scaling can be applied in case of medium 
and low motion sequences. Then, the algorithm chooses an 

appropriate set of parameters also based on motion intensity to 
start the frame encoding process. For the motion intensity 
extraction we deploy the method proposed in [25] using the 
following equations (1)-(3), where the thresholds to classify the 
motion intensity are obtained using probabilistic density function. 
We basically use the motion vector sizes from previous frames as 
input to the motion intensity calculation. 
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Fig. 7: System overview and our application-driven DTM algorithm. 
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After that, the short time system configuration is triggered. For 
each CU being encoded, the algorithm extracts its texture, and 
based on this spatial content property, the algorithm tune the 
encoder parameters targeting temperature, bit rate and video 
quality. In our algorithm the CU texture extraction (Eq. 5) is 
performed using the variance (Eq. 4) of the luminance samples (ρi 
in Eq. 4) within a CU, as proposed in [25]. 

While these long and short system configurations are being 
performed, the DTM algorithm also checks the system 
temperature. In case of thermal emergencies, the frequency scaling 
is used to accelerate cooling down of the system. 
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IV. EXPERIMENTAL RESULTS 

For evaluating our DTM algorithm, we used a set of five 
different sequences (RaceHorses, Keiba, PartyScene, 
BasketballDrill and BQMall) encoding with the HM 11.0 
software using the same setup board as discussed in Section II.A. 
We evaluate our DTM policy for three threshold temperatures, 

namely 54ºC, 50ºC, and 46ºC showing how our proposed DTM 
algorithm adapts and study its effects on the PSNR and bit rate of 
the encoded video. 



In Fig. 8 (a)-(d), thermal maps of the chip steady temperature 
when using no DTM algorithm and our DTM with different 
threshold temperatures (54ºC, 50ºC and 46ºC) for encoding the 
RaceHorses sequence. With these thermal images it is possible to 

see clearer the impact of using our DTM algorithm in contrast 
with no DTM in the temperature over the whole chip. Fig. 13 
shows the maximum, average and minimum core temperature for 
the whole BasketballDrill sequence encoding considering our 
DTM with all evaluated thresholds comparing with no DTM. We 
can see that when using our DTM algorithm the difference 
between max and min temperature is reduced as the threshold 

temperature decreases, which also reduces the thermal cycling 
effects. 
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Fig. 8: Thermal maps of the when encoding the RaceHorses sequence. 

Fig. 9 shows the impact of our DTM algorithm in terms of 
PSNR (a) and bit rate (b) in comparison with using no DTM for 
five video sequences. When using no DTM the encoder chooses 
the parameters that will provide the best encoding performance, 
which implies in the final temperature. The degradation of the 

target attributes increases as the threshold temperature decreases. 
However, as our algorithm is able to perform appropriate encoder 
parameter selection, the resulted degradation is low. When the 
threshold temperature is set to 54ºC, the average PSNR loss is of 
0.007 dB while the bit rate slightly increases 0.99% on average for 
all sequences. When the threshold temperature is set to the lowest 
value of 46ºC, the degradation is higher no larger than (on 

average) 1.81 dB for PSNR and 0.84% for the bit rate. 
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Fig. 9: PSNR and bit rate results for sequence BasketballDrill. 

V. CONCLUSION 

For multimedia embedded systems under tight constraints, 
where temperature, performance, and quality cannot be 
compromised significantly, we introduced an application-driven 
dynamic thermal management algorithm for the High Efficiency 

Video Coding (HEVC) standard. In order to analyze the 
temperature behavior when encoding different video sequences 
using HEVC, we performed an extensive thermal analysis using 
an in-house IR camera based thermal setup. Based on this analysis, 
we formulate a relationship between temperature and different 
encoder parameters that was leveraged to develop the proposed 
DTM algorithm. As results, we illustrate that the dynamic 

adaptation of encoder parameters is beneficial for managing 
temperature at the application level while providing negligible 
video quality loss. 
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