
Voltage Island Management in Near Threshold
Manycore Architectures to Mitigate Dark Silicon

Cristina Silvano1 Gianluca Palermo1 Sotirios Xydis2 Ioannis Stamelakos1

1Politecnico di Milano - Dipartimento di Elettronica, Informazione e Bioingegneria
{cristina.silvano, gianluca.palermo, ioannis.stamelakos}@polimi.it

2Institute of Communication and Computer Systems - National Technical University of Athens
sxydis@microlab.ntua.gr

Abstract—The power-wall problem driven by the stagnation
of supply voltages in deep-submicron technology nodes, is now
the major scaling barrier for moving towards the manycore
era. Although the technology scaling enables extreme volumes
of computational power, power budget violations will permit
only a limited portion to be actually exploited, leading to the
so called dark silicon. Near-Threshold voltage Computing (NTC)
has emerged as a promising approach to overcome the manycore
power-wall, at the expenses of reduced performance values and
higher sensitivity to process variations. Given that several ap-
plication domains operate over specific performance constraints,
the performance sustainability is considered a major issue for the
wide adoption of NTC. Thus, in this paper, we investigate how
performance guarantees can be ensured when moving towards
NTC manycores through variability-aware voltage and frequency
allocation schemes. We propose three aggressive NTC voltage
tuning and allocation strategies, showing that STC performance
can be efficiently sustained or even optimized at the NTC regime.
Finally, we show that NTC highly depends on the underlying
workload characteristics, delivering average power gains of 65%
for thread-parallel workloads and up to 90% for process-parallel
workloads, while offering an extensive analysis on the effects of
different voltage tuning/allocation strategies and voltage regulator
configurations. 1

I. INTRODUCTION

The end of Dennard’s scaling [1] poses designers in front
of the so called power/utilization wall. Projections show that
the gap between the number of cores integrated on a chip
and the number of cores that can be utilized will continue
to widen on future technology nodes [2]. As a result, dark
silicon - transistor count under-utilization due to power budget
- has been recently emerged as a major design challenge that
jeopardizes the well-established core count scaling path in
current and future chip generations.

To address the dark silicon problem, researchers have
proposed techniques at the micro-architectural level [3], [4],
[5] down to physical and device level [6], [7]. Near-Threshold
Voltage Computing (NTC) [8] represents a promising tech-
nique to mitigate the effects of dark silicon, allowing a large
number of cores to operate simultaneously under a given
manycore power envelope. Thus, NTC has emerged as a
key enabler for extreme-scale computing platforms [9]. In
comparison with the conventional Super-Threshold Voltage
Computing (STC), computations at NTC regime are performed
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in a very energy efficient manner, unfortunately at the expense
of reduced performance and high susceptibility to parametric
process variations.

In this paper, we investigate the power efficiency potential
of manycore architectures at the NTC regime, considering pro-
cess variation as well as power delivery architectures support-
ing multiple Vdd domains, under strict performance constraints
originated from multicore architectures at the STC regime.
Unlike previous works on variation-aware voltage allocation
that target the STC regime [10], [11], [12], we propose the
formation of voltage islands (VIs) for the minimization of
the impact of within-die variations, which are more evident
at NTC, in both performance and power. Then, we show
how process variations can be efficiently exploited for further
boosting the performance of an NTC manycore. To support
the aforementioned research objectives, an exploration frame-
work for manycore architectures operating at NTC has been
developed to investigate the power efficiency under different
workloads, while sustaining the performance when moving
from the ST to the NT region.

Evaluation results on both thread-parallel (parallel-
application view - high synchronization) and process-parallel
(cloud-based application view - low synchronization) work-
loads show the high dependence of NTC efficiency to the
workload’s characteristics. Moving to NT regime for a 128-
core architecture, while sustaining performance values ob-
tained by a 16-core architecture at STC, average power gains
>90% are delivered for process-parallel workloads, while 65%
power gains for the thread-parallel workload set. We also
show that given a best-effort Vdd tuning scenario (i.e. let NTC
manycore to run faster than the requested STC constraint),
a performance improvement of 27% can be achieved at the
expense of 45% NTC power overhead. However, even with
45% power overhead, the maximum power dissipated by the
NTC manycore is around 10W. Finally, analyzing the Vdd
distributions at NTC, we demonstrate that the utilization of
multiple VIs together with efficient integrated regulators can
be considered a feasible option at NTC to efficiently deal with
the process variability.

II. STATE OF THE ART

Near-threshold voltage operation relies on the aggressive
tuning of the Vdd very close to the transistors’ threshold voltage
Vth, to a region where still Vdd > Vth. This decrement of
the supply voltage increases the potential for energy efficient
computation, e.g. by reducing Vdd from the nominal 1.1 V to
500 mV, energy gains of 10× are reported [8]. NTC is the978-3-9815370-2-4/DATE14/©2014 EDAA



region that delivers interesting trade-offs regarding energy ef-
ficiency and transistor delay, since super-threshold Vdd quickly
reduces energy efficiency while sub-threshold Vdd leads to
slower transistors. However, NTC comes together with two
major drawbacks: (i) reduced performance and (ii) increased
sensitivity to process variations.

Performance reduction at NTC is exposed through the lim-
ited maximum achievable clock frequency. This is an implicit
effect due to the reduction of the Vdd−Vth difference, applied
when moving to the NTC region. Performance degradation can
be compensated by exploiting trade-off points corresponding
to higher task parallelism at lower clock frequencies. Thus,
an important open question for NTC to be investigated is the
following: Is the inherent parallelism of applications enough
to retain the performance levels of super-threshold design with
lower power consumption, thus making it worth going to near-
threshold operation? Pinckey et al. [13] studied the limits
of voltage scaling together with task parallelization knobs to
address the performance degradation at NTC by considering
a clustered micro-architectural template with cores sharing
the local cache memory. They proved that under realistic
application/architecture/technology features (i.e. parallelization
efficiency, inter-core communication, Vth selection, etc.) the
theoretical energy optimum point (dEnergydVdd

= 0) moves from
the sub-threshold to the near-threshold region. Considering a
single supply voltage per die, the energy optimum point can be
found within an interval of 200 mV higher Vth, thus implicitly
defining the upper limits of the NTC region.

The second important challenge for manycore architectures
operating at NTC regime is their increased sensitivity to
process variations. The transistor delay is heavily affected by
the variation of Vth at NT voltages compared to the one in
super-threshold voltages [14], [15]. In addition, failure rate of
conventional SRAM cells is increased in low voltage operation
[16], [17]. As a consequence, the operating frequency of
the cores varies considerably, reducing the yield. In addition,
variation’s effects on the total power of the chip have to be
carefully considered, due to the exponential dependency of
leakage current upon Vth.

We focus our study on the NTC design space defined
by [8] and [18]. Specifically, we target power efficient NTC
manycore architectures that sustain STC performance levels
by considering their increased sensitivity to process variation.
Performance sustainability is a critical issue for the adoption
of the NTC, since best effort approaches are more suitable for
managing performance fluctuations due to process variability.
In comparison to previous work [8], [18] where only a single
system-wide power domain is considered, we differentiate our
approach by exploring multiple voltage domain NTC archi-
tectures through variation-aware voltage island (VI) formation
techniques.

III. PROPOSED METHODOLOGY FOR SUSTAINING
PERFORMANCE AT NTC

Voltage island formation combined with Vdd and fre-
quency tuning have been proved very efficient for miti-
gating core-to-core frequency and leakage variations [11].
There are four power management schemes supporting
voltage/frequency islands: Single-Voltage/Single-Frequency
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Fig. 1. Performance distribution on a 128-core NTC manycore implementing
the EnergySmart [18] approach.

(SVSF) for all cores, Single-Voltage/Multiple-Frequencies
(SVMF), Multiple-Voltages/Single-Frequency (MVSF) and
Multiple-Voltages/Multiple-Frequencies (MVMF). While the
SVSF scheme usually leads to overdesigned power man-
agement decisions, the SVMF, MVSF and MVMF schemes
provide a larger set of tuning knobs for mitigating pro-
cess variations. The tuning of these knobs considering only
variability mitigation scenarios [18] provides no guarantees
regarding the performance of the NTC manycore. In order to
exploit the energy efficiency potential of NTC architectures
for realistic workloads, applications running at NTC mode
should ideally sustain their STC performance figures. Moving
to NTC considering only the case of targeting a best-effort
application domain, will limit NTC’s applicability since the
notion of service level agreements (SLAs), used in current
data-center infrastructures and emerging cloud-based work-
loads, would not be efficiently supported. To further motivate
the aforementioned claim, Figure 1 shows the performance
distribution for a 128-core NTC manycore that implements
the best-effort EnergySmart power management SVMF ap-
proach [18]. The results are obtained for the executions of the
BARNES application over 100 different variation maps. The
normalized performance value of 1 corresponds to the nominal
performance of the application. As shown, the performance of
NTC manycore platforms are not controllable and spread out
over a wide range of normalized values (from 1 to 3.7) due
to the underlying process variability. Thus, the adoption of
NTC for applications, exhibiting specific performance and/or
throughput constraints, requires careful selection and tuning
of the power management scheme. In the following sections,
we explore several variation-aware power management tuning
strategies that will enable performance sustainability at NTC.

Figure 2(a) shows an abstract view of the target tile-based
manycore architecture as well as the intra-tile organization.
Although in this paper we limit the analysis to a 4 core per
tile, the discussion is general and can be extended to other
cluster organizations such as those proposed in [19], [18] and
[20] exploring more coarse/fine-grained clusters. The intra-
tile architecture is composed of 4 cores per tile and a last
level cache (LL$) shared among all the cores in the tile. Each
core owns a private instruction and data cache (P$). The Intel
Nehalem processor [21] configuration for the core and the P$
has been adopted as reference.



(a) ManyCore Architecture (b) Vth variation map

Fig. 2. Tile-based manycore architecture (a) and corresponding Vth variation
map (b).

A. Workload Dependent NTC Frequency for Sustained Perfor-
mance

So far, application workloads have been originally devel-
oped and characterized for the STC regime. In order to sustain
STC performance figures (i.e. latency or throughput) when
moving to the NTC regime, the inherent parallelism of the
applications should be exploited [13] to alleviate the impact of
the reduced clock frequencies at NTC. Assuming a minimum
allowed latency Lmin and maximum core count constraint,
Cmax for the NTC manycore, we first calculate the clock
frequency of the platform at NTC regime, fNTC , that satisfies
the performance constraint. Let LCmax

be the performance, in
terms of latency, at the STC regime of a manycore architecture
with Cmax number of cores, running at fSTC . At STC region,
Lmin − LCmax

> 0 is the available latency slack due to the
higher degree of parallelism of the architecture, that can be
exploited to run the application at lower frequency. Utilizing
this positive slack, the fNTC is calculated as follows:

fNTC =
LCmax

Lmin
× fSTC (1)

The calculated fNTC refers to the target clock frequency
of each core at NTC for sustaining STC performance, without
considering the spatial effects of process variations. Assuming
B as the set of component blocks in the floorplan and D the
set of dies, we define V (i,j)

th , i ∈ B, j ∈ D that corresponds
to the Vth of the architecture’s component i in sample die j.
Once extracted, V (i,j)

th is used for allocating to each component
the lowest possible V (i,j)

dd for sustaining the fNTC frequency
constraint given that:

fNTC ∝
(V

(i,j)
dd − V

(i,j)
th )β

V
(i,j)
dd

(2)

where β is a technology-dependent constant (≈ 1.5). The
extraction of the fNTC and the per component V (i,j)

dd , enables
the adoption of different power management schemes for NTC
operation with guaranteed performance sustainability.

B. Going as Fast as STC: VI Formation and Variability Aware
Vdd Allocation at NTC

Given this NTC scenario, the fNTC and the V (i,j)
dd values

are used by a MVSF power management scheme to form the
voltage island domains and allocate their NTC voltages. The

adoption of the MVSF scheme mitigates variability effects,
while at the same time it derives an iso-frequency view of the
manycore platform. The iso-frequency view of the platform
facilitates the application development and porting, because it
enables a symmetric platform from the performance point of
view. Once the VIs have been defined, we compute the per
island Vdd assignment that satisfies the fNTC constraint.

More specifically, for the jth die, j ∈ D, each VI,
k ∈ V I , operates in its own V

(k,j)
dd , tuned for the VIk,j

group of processors and memories. In VIk,j , the core with
the highest V (i,j)

th , i ∈ B, j ∈ D determines the Vdd for the
specific voltage island, to satisfy the VIk’s critical path timing.
Analyzing the trade-off by moving towards coarse grained VI
granularities, we reduce area cost since less voltage regulation
logic is allocated at the expenses of degrading the power
efficiency of the manycore with respect to the finest possible
granularity. For Bk, k ∈ V I , the set of resources found in VIk
and from Eq. 2, we calculate V (k,j)

dd according to the following
relation:

V
(k,j)
dd = max

i∈Bk,j∈D

[
V

(i,j)
dd

]
(3)

C. Going even Faster: Variability-aware Vdd Allocation Com-
bined with Best-effort Frequency Assignment under Minimum
Performance Requirements

The MVSF approach presented in the previous section
guarantees the performance at NTC by allocating in a
variability-aware manner the Vdd to each VI, in order to
enable each VI to run at fNTC (i.e. the minimum clock fre-
quency requested to sustain STC performance without timing
violations). However, as shown in Figure 1, the effects of
process variability are not monolithic: process variation might
generate on-chip regions with higher Vth values that reduce
the achievable clock frequency as well as regions with lower
Vth values that enable clock frequencies higher than the fNTC
to be allocated. The existence of positive frequency slacks at
specific regions of the manycore platform can be exploited by
moving from the previous MVSF approach to a MVMF power
management scheme to further push system performance. The
adoption of a MVMF scheme enables multiple frequencies to
be allocated within a single VI tailored to the performance
capabilities of the VI’s components, i.e. the underlying tile
architecture. However, it is worth noting that MVMF will
not impact the Vdd allocation of the VIs, which depends on
the maximum Vth found within each VI, thus performance
guarantees continue to be valid. Thus, under the MVMF
scenario, the NTC manycore is becoming heterogeneous, by
including tiles of processing cores that run at least as fast as
fNTC or even faster, implying that the performance is not
only sustained, but even optimized with respect to the STC
reference configuration.

The frequency allocation within each VI is performed by
applying locally the EnergySmart approach [18], since each VI
can be considered as an SVMF configuration. Since the V (k,j)

dd ,
k ∈ V I , j ∈ D, is allocated according to Eq. 3, it implies that
the maximum achievable frequency, f (k,j)tile , of each tile within
V Ik is bounded as follows:

fNTC ≤ f
(k,j)
tile ≤ fk,jMAX

(4)



TABLE I. EXPERIMENTAL SETUP: PLATFORM PARAMETERS

Parameters Value
Process Technology 22nm

STC Frequency 3.2GHz
STC Supply Voltage 1.05V
Nominal Vth/σVth

0.23V/0.025
Number of Cores/Core Area 128/6mm2

Tile/VI Size 4cores/4tiles
Private Cache Size/Area 320KB/4.14mm2

Last Level Cache Size – Area 8 MB / 15.52mm2

where fk,jMAX corresponds to the maximum frequency sup-
ported by V

(k,j)
dd and fNTC is the minimum frequency to

sustain the performance. Given the NTC voltage allocation,
the power overheads of allowing higher clock frequencies than
fNTC to be assigned, is expected to be limited due to the
linear but upper bounded frequency increment. We foresee the
proposed MVMF scheme to be proved very advantageous for
multi-process workloads exhibiting efficient scalability due to
limited synchronization, where performance boost of a single
core leads to direct throughput improvements.

D. Fine-grained VI Formation by Decoupling Cores from
Cache Hierarchies

The two aforementioned VI formation strategies consider
the tile as the finest granularity. However, the coarser the
granularity, the smaller the optimization impact of the tuning
procedure, because the average or worst case effects are
becoming the dominant coefficients. Providing voltage and
frequency knobs at the finest granularity, the tuning procedure
is becoming more complex, but also more aggressive, thus
offering further optimization potentials. Given the tile-based
NTC manycore architectural template considered so far, we
identify the finest possible granularity by decoupling within
each tile the Vdd of the cores from the Vdd allocated to the
cache memory hierarchy. Recent advances in memory design
have shown that extreme voltage and frequency scaling of
SRAM modules close to NTC regime with sufficient resilience
regarding memory content flipping hazards is now available
[22]. The core-cache decoupling will enable each tile com-
ponent to be tailored according to its own process variability
features. Performance guarantees could be satisfied with less
emphasis on the platform’s components, thus leading to extra
power efficiency. The basic core-cache decoupling presents a
power reduction due to the reduced granularity of the VI that
we measured around 3%. However this decoupling can open a
research path towards the exploitation of more specific cache
optimization approaches (such as [17]) to get further power
savings.

So far, a major barrier to such fine-grained tuning is the
low efficiency of on-chip voltage regulators, showing 10%-
15% efficiency loss. However, recent advancements in fully-
integrated voltage regulators like Intel’s FIVR technology
[23], or the low-drop out (LDO) voltage regulator scheme
proposed in [24], show that cost- and power-effective on-chip
voltage regulation at fine-grained does not represent anymore
a visionary scenario.

IV. EXPERIMENTAL RESULTS

In this section, we present the experimental evaluation of
the proposed methodology to sustain performance in the Near

Threshold region.

A. Experimental Setup

The Sniper multicore simulator [25] and the McPAT power
modeling framework [26] have been used for the performance
and power characterization respectively, while the Various-
NTV microarchitectural model [27] has been employed to
capture the process variation at the NT regime. A summary
of the experimental setup used to evaluate the methodology
is presented in Table I. Core and caches types, sizes and
area are taken from the Intel Nehalem architecture. The target
platform is a 128 core many-core chip at NTC (at 22nm
technology node) composed of 32 tiles, each one including 4
cores and a shared last level cache (LL$) of 8MB and 8 voltage
islands (4 tiles each). Although in this paper we are going to
present the results obtained by considering single values for
the tile size and VI granularity, the approach can be easily
generalized to other architectural topologies [20]. Maximum
Vdd has been set to 1.05V and the frequency to 3.2 GHz for the
STC regime, according to parameter values derived from [28]
for conservative technology scaling. By assuming a maximum
power budget of 80W at STC, the performance to be sustained
at NTC (Lmin) corresponds to a 16 core architecture in the
STC regime. From Various-NTV, we extracted 100 different
variation maps by using a 24x16 grid based on the core/cache
granularity.

Finally, the target applications have been derived from the
SPLASH-2 benchmark suite [29], where the ”large dataset”
workload, provided within Sniper [25], has been adopted.
The target applications have been used for the validation
in two different scenarios. The first scenario consists of the
single application multiple threads (SAMT) approach, where
we supposed to run a single application on the entire platform
by using its internal parallelism at thread level (128 threads).
The second scenario consists of multiple applications multiple
threads (MAMT), where multiple instances of the same appli-
cation are running (one per tile) and the internal parallelism
at the thread-level is used within each tile (4 threads). This
second version gives a sort of ”cloud-oriented” view of the
platform. The applications considered in the SAMT version
exhibit different behaviors by scaling from 16 to 128 cores:
close to ideal (RADIOSITY), medium (BARNES, WATER-NSQ)
and limited scaling (RAYTRACE, WATER-SP). Additionally,
we examined an AVERAGE case workload, that aggregates in
a single execution sequence the five applications, treating them
as a single benchmark. In that way, we manage to see what
happens in an average case, where there is a combination of
benchmarks that scale well and others that don’t scale well. On
the opposite, all the applications in the MAMT version present
an almost ideal scaling passing from 16 cores (2 application
instances over 2 tiles) to 128 cores (32 application instances).

B. Power Gains: NTC vs STC

Figure 3 shows the power consumption comparison when
passing from 16 cores at STC to 128 cores at NTC for each
benchmark in both SAMT and MAMT versions. The power
values for the same benchmark on SAMT and MAMT versions
are not comparable because the application performance are
different in the two cases. All the MAMT versions of the
applications and the RADIOSITY-SAMT deliver large power
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Fig. 3. Power reduction: 16-core STC chip versus 128-core NTC for both
SAMT and MAMT versions of the target applications
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Fig. 4. Impact of MVMF vs MVSF in terms of (a) Throughput and (b)
Power

gains (> 90%) due to the almost ideal performance scaling
as the number of cores increases. The rest of the applications
in SAMT version present a power gain that depends on the
scaling capability, since it impacts the minimum frequency to
be sustained and thus the minimum Vdd to be deployed to the
voltage islands. For the remaining applications, Figure 3 shows
a 75% decrement in power for BARNES and WATER-NSQ,
around 25% for WATER-SP and an almost identical power for
RAYTRACE. The AVERAGE-SAMT workload (composed of
a sequential mix of all applications) delivers a power gain of
65%.

C. Relaxing the Isofrequency Constraint

Figure 4 shows the power/performance impact of the
relaxation on the isofrequency constraint. To better evaluate
this scenario, we present the experimental data considering
only the MAMT version of the AVERAGE case. As stated
in the previous section, while the MVMF has ideally an
advantage due to the increment of the tile frequency, this
can be really exploited only when the application is aware
of this performance asymmetry. This is not the case of the
SAMT version of our target applications. To have a clear view
of the performance improvement we adopted the application
throughput concept as the rate of jobs (application instances)
completed within a time interval. As expected, the MVMF
approach offers a performance speedup due to the frequency
increment in the tiles not affected by the critical Vth. However,
the performance improvement (≈ 27%) is balanced by an
increased power overhead (≈ 45%).

Additionally, Figure 5 shows the tile frequency distribution
across the 100 variation maps by using the MVMF mode. The
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Fig. 6. Voltage regulator analysis: Power overhead (a) and Vdd probability
distribution (b-d) for three voltage regulator resolutions

minimum frequency is 400MHz to guarantee the application
performance in terms of throughput. As expected, the mini-
mum value is the most probable since there is at least 1 tile
per VI (the one that limits the Vdd scaling) running at that
frequency. Regarding the other values, we can notice that the
distribution shows a long tail meaning that there is a large
margin that can be used for further speedups.

D. Voltage Regulators Analysis

The analysis conducted so far considers an ideal scenario
where we can deliver all the requested on-chip voltage levels.
According to state-of-the-art power supply architectures, we
want to start including realistic constraints to the results, so
in this section we analyze the impact of the on-chip voltage
regulator resolution on power efficiency. We analyzed three
different voltage regulator resolutions, delivering voltage with
a precision of (i) 12.5mV, (ii) 25mV and (iii) 50mV. Figure
6 presents: the average power overhead for each voltage
regulator precision in Figure 6(a) and the Vdd distribution
according to each regulator resolution in Figures 6(b) - 6(d).
The power overhead and the Vdd distributions have been
calculated across the 100 variation maps considering a target
frequency of 400MHz to be sustained.

In Figure 6(a) we refer to power overhead as the normalized



average difference between the power consumed in the ideal
case (voltage regulator delivering arbitrary Vdd values) and the
power corresponding to specific values of voltage precision.
As expected, the higher is the resolution the smaller is the
overhead since we are closer to the ideal case, passing from a
12% at 50mV to less than 3% at 12.5mV. This limited overhead
value is interesting also considering the results shown in
Figures 6.b-d, where it can be noticed that the Vdd distribution
is very concentrated, which makes the use of the cost-efficient
LDO on-chip regulation [24] schemes feasible to the NTC
regime.

V. CONCLUSION

This paper focuses on the emerging NTC paradigm as a
key enabler for the power-efficient scaling of manycore archi-
tectures. While power efficiency is guaranteed by definition
at the NTC regime, performance guarantee is still an open
challenge. Sustaining STC performance figures during NTC
operation is a critical issue for the wider adoption of the
NTC paradigm. Towards this direction, we presented a set
of techniques for variability-aware voltage island formation
and voltage/frequency tuning that enable moving to NTC
regime while sustaining STC performance guarantees. Exten-
sive experimentation showed the optimization potentials of
moving towards near-threshold voltage computing, outlining
its high dependency on both workload characteristics and
voltage tuning strategy.
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