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Abstract—Phase change memory (PCM) is a promising non-
volatile memory technology developed as a possible DRAM
replacement. Although it offers the read latency close to that
of DRAM, PCM generally suffers from the long write latency.
Long write request may block the read requests on the critical
path of cache/memory access, incurring adverse impact on the
system performance. Besides, the write performance of PCM is
very asymmetric, i.e, the SET operation (writing ‘1’) is much
slower than that of the RESET operation (writing ‘0’). In this
work, we re-examine the resistance transform process during the
SET operation of PCM and propose a novel Partial-SET scheme
to alleviate the long write latency issue of PCM. During a write
access to a memory line, a short Partial-SET pulse is applied first
to program the PCM cells to a pre-stable state, achieving the same
write latency as RESET. The partially-SET cells are then fully
programmed within the retention window to preserve the data
integrity. Experimental results show that our Partial-SET scheme
can improve the memory access performance of PCM by more
than 45% averagely with very marginal storage overhead.

I. INTRODUCTION
Dynamic Random Access Memory (DRAM) has been main

memory in computer system for decades. However, DRAM
technology confronts the scaling difficulty of continuously
scale-downing towards sub-20nm range. Hence, the emerging
memory technologies which pose better scaling capability have
attracted increasing attentions. Among them, Phase Change
Memory (PCM) is considered as one of the most promis-
ing candidates to replace a large portion of DRAM in the
main memory [1–3]. Compared with DRAM, PCM has non-
volatility, superior scalability, lower standby power and com-
parable read latency. In addition, the PCM cells can provide
higher density with the multiple-level-cell (MLC) technique,
which stores multiple bits in a single cell. Meanwhile, the
technique that stores one bit per cell is single-level cell (SLC).
The large SLC PCM chips are already available [4] and main
memory manufacturers started to move SLC PCM device
towards mass production [5, 6].

However, PCM is subjected to the long write problem.
What’s more, the latency of SET and RESET in PCM is quite
different. Since a memory line consists of both zeros and ones,
the latency of write a memory line is determined by the slower
SET operation, which is almost 8 timer larger than RESET
latency. Hence, to improve the write performance of PCM,
the key point is to reduce the latency of write ‘1’ operation.

Although previous works [1, 2] buffered writes to mitigate
the impact of PCM long writes on system performance, once
the write is scheduled to serve a bank, the subsequent read
access to the different line of the same bank would be blocked
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and the effective read latency is inevitably increased.
Various techniques have been proposed to mitigate the

impacts of slow writes. Qureshi et al. proposed a write
cancellation method [7]. It cancels the on-going writes and
allows the read request to preempt. Jiang et al. [8] truncates
the last few write iterations to finish a write earlier. However,
their work views the write ‘1’ and ‘0’ operations as the same
and relies on the write-iteration of MLC PCM.

Qureshi et al. [9], Yue and Zhu [10] utilized the asymmetry
of SET and RESET operation to mitigate the slow write
impact. Qureshi etal. in [9] proposed to pro-actively write ‘1’
to the memory line when the corresponding line gets dirty
in the last level cache and the memory bank is idle. When
write requests of this line arrived, the memory only executes
the fast write ‘0’ operation. Yue and Zhu [10] leveraged both
the latency and power asymmetry of writing one and zero in
PCM. In this work’s memory system, writing a cache line
requires multiple serially write units and each unit contains
ones and zeros. They divided the process of writing a line into
a write 1 stage and multiple write 0 stages. In the write 0 stage,
all zeros are written with smaller latency, and in the write 1
stage, more ones are written concurrently without exceeding
the power supply. Thereby it completes write with less serially
writing units and shorter time than the baseline PCM.

In this paper, our goal is to accelerate write operation and
improve the memory performance. Different from the methods
in [9] and [10], we reduce the latency of SET. We investigate
the SET process in PCM and our insight is that during SET the
resistance drops sharply to an extra lower value than RESET
resistance with short time. We exploit this feature and advocate
a SET pulse (Partial-SET pulse), which has comparable latency
with RESET to accelerate the write operation. To the best of
our knowledge, this is the first work which applies a short SET
pulse to write ‘1’. To be distinct, we call the conventional long
SET pulse as the Full-SET pulse . However, a reliability issue
follows the proposed accelerated SET operation. The Partial-
SET cells have shorter retention time than that of the Full-SET
cells. Thus, we pro-actively fully program the Partial-SET cells
within the retention window to guarantee the data integrity. The
proposed Partial-SET technique include the accelerated write
scheme and reliability guarantee technique.

We evaluate the overall design by simulating a PCM-based
main memory system under the SPEC2006 benchmark suite.
Our experimental results show that this technique effectively
hides the latency asymmetry of SET and RESET operation,
and improves the memory access performance by more than
45% on average over the baseline configuration.

The rest of paper is organized as follows. Section II
introduces the PCM basics. Section III presents our motivation.
Section IV describes the design of Partial-SET scheme. Section
V explains the experimental setup and discusses the results.
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Fig. 1: (a) PCM basic structure and (b) The conventional programming pulse
vs the proposed Partial-SET pulse
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Fig. 2: Memory access latency: Conventional Write vs. Ideal Write

Section VI concludes this paper.
II. BACKGROUND

Phase change memory is a type of non-volatile memory
technology. Fig. 1a illustrates the basic structure of PCM cell.
PCM exploits the different resistance of phase change material
(typically, GST) to stores data. GST can be switched between
the amorphous, high resistive RESET state and the crystalline,
low resistance SET, which respectively represents ‘0’ and ‘1’.

Fig. 1b shows the PCM programming pulse. To write ‘0’,
a high and short pulse (RESET pulse) is injected into the cell
and then is abruptly cut off, leaving the material amorphous.
To write ‘1’, a long electrical pulse (SET pulse) is required to
heat the cell above the crystallization but below the melting
temperature of GST. Then it sustains for a long time until
the crystallization completes and the resistance reaches the
targeted range. In the readout operation of PCM, the resistance
is sensed out with a small short current flowing from the cell.
and is compared with the reference value. A larger resistance
indicates the stored value is one, otherwise, the value is zero.
The reference resistance is adjustable [8] and mostly is the
middle value of the resistance range.

III. MOTIVATION
The SET and the RESET pulse are significantly asymmetric

in latency, and the SET operation takes typically 8x longer
time than RESET (shown in Fig. 1b). Since a memory line
generally consists of both zeros and ones, the latency of write
is determined by the slower operation, i.e. the SET operation.

We observed the memory access latency could be sig-
nificantly reduced with a fast SET operation. We compare
the memory access latency of two configurations for the
workloads from SPEC2006 benchmark as shown in Fig. 2.
In Conventional Write, the SET latency is eight times larger
than the RESET latency [7, 9, 10]. In Ideal Write, we assume
the latency asymmetry in SET and RESET is eliminated and
the SET operation is as fast as the RESET. Fig. 2 shows that
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Fig. 3: The resistance is a function of a pulse duration in SET operation

the average memory access latency for the conventional write
is almost 400ns. For read-latency sensitive workloads, such
as GemsFDTD, the memory access latency is strikingly more
than 800ns. In ideal, the memory access latency is reduced to
no more than 200ns, achieving more than 50% reduction.

Therefore, if the operations of SET and RESET are sym-
metric, the PCM performance would be remarkably improved.
What’s more, for SET operation, the attained resistance is
a function of pulse amplitude and duration [11, 12]. In the
following section, we explore this feature and proposed an
accelerated SET operation.

IV. PARTIAL-SET SCHEME
In this paper we use a short SET pulse to write ‘1’ which

has the same width with that of RESET and is called as Partial-
SET as indicated in Fig. 1b.
A. Basic Idea

Our idea is inspired by the work in [12] which monitoring
the resistance change during the SET operation. Fig. 3 shows
that the resistance transition with the SET pulse. In SET
process, the resistance drops steeply within a short duration.
In the remaining time of SET, the resistance continuously
decreases to the pre-defined SET state.

According to the Fig. 3, when a SET pulse sustains for
125ns which is the RESET latency, the resistance decreases to
1.5M ohm, which is eight times lower than the initial RESET
resistance. Based on the feature in SET process, we advocate
the Partial-SET pulse to reduce the write latency. Ideally, the
Partial-SET pulse could achieve the same performance as that
of the Ideal Write configuration. However, we find out there
exists reliability challenge in Partial-SET cells.
B. Retention Window of Partial-SET cells

The resistance of PCM cell increases over time [13, 14] due
to the metastable of the amorphous portion in GST. [15–19].
The phenomenon is resistance drift and exhibits a power-low
model, Rt = R0×tν , where R0 is the initial resistance of cells
after write, t is the elapsed time (in seconds) and ν is the drift
exponent. When Rt crosses the the reference value between
RESET and the SET, the data in PCM cells are invalid.

For the cells programmed with Full-SET pulse, R0 could
be 1KΩ, which is low enough to retain data for years.
However, for the resistance of Partial-SET cells is 1.5MΩ and
is relatively much closer with the RESET state. Hence their
retention capability is sharply poor. We estimate the retention
time of Partial-SET cells with Monte Carlo simulation. In our
simulation, the exact value of ν for Partial-SET state is based
on the work in [17, 18]. Moreover, the logarithm of R0 and
ν will follow the normal distribution of N(lg1.5 + 6, 0.17)
and N(0.1, 0.14) respectively. We simulate 106 Partial-SET
cells, and repeat 103 times. Fig. 4a is the results. The x-axis
represents the simulated retention time of Partial-SET cells
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(a) The retention time distribution in Monte Carlo simulation
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(b) The soft error rate of Partial-SET cells at various retention
time

Fig. 4: The simulated result of retention time for Partial-SET cells
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Fig. 5: An example of Partial-SET queue management

and the y-axis is the count of a certain retention time in the
simulation. According to the Fig. 4a, the retention time of
the Partial-SET resistance level distributes in a range from 4.9
seconds to 6.4 seconds, while in most cases the Partial SET
cell begin to lose the stored data after 5.4 seconds.

Furthermore, we estimate the soft error rate of the Partial-
SET memory line with various elapsed times. As illustrated in
Fig. 4b, the readout value would be wrong if the elapsed time is
larger than four seconds. According to the results, the retention
window of Partial-SET cells is four seconds in this work. To
cope with the retention reliability of Partial-SET cells, we pro-
actively fully set these cells during the retention window.

C. Architectural Support
In this work, the PCM circuit supports two types SET

pulse, one is Partial-SET, which has the same latency with
RESET to accelerate write operation and the same amplitude
as SET pulse, the other is the conventional SET pulse called
as Full-SET. The programming circuit is modified to support

the Partial-SET pulse. Meanwhile, the reference resistance is
set to be 5x lower than the RESET resistance to distinguish ‘1’
and ‘0’ [8]. To prevent the data lose, the memory lines that
are Partial-SET would complete a Full-SET in the retention
window. Therefore, we modify the memory architecture to
facilitate the Full-SET operation.

Compared with the original PCM design, we add the
Partial-SET queue to each bank. Each entry in Partial-SET
queue has two fields, one is the address of Partial-SET line and
the other one records the elapsed time after writing. Since PCM
supports the read-modify-write technique and the old value can
be readout before write [3, 20], the Partial-SET queue would
not allocate storage for the data value.

When a write request arrives, if the read request queue is
not empty and the Partial-SET queue has spare entries, the
line of the request would be written with Partial-SET pulse.
The elapsed time of the entry in Partial-SET queue is reset
every time its memory line is written with the Partial-SET
pulse. The entry is released from Partial-SET queue when the
corresponding line in memory array accepts a Full-SET write.

Besides, the Partial-SET queues support issuing the Full-
SET requests. When the Partial-SET queue is full, or has a
entry which reaches the retention time, the scheduler would
evict the entry with largest elapsed time or the expired one
from the Partial-SET queue, and issue a Full-SET request to
the corresponding lines in PCM array.

Fig. 5 illustrates three kinds of scenarios in Partial-SET
scheme with a 4-entry Partial-SET queue. The entries with
grid pattern store the addresses and elapsed times. The capital
letters represent the addresses of Partial-SET lines. When a
Write B request is executed with the Partial-SET pulse and
the Partial-SET queue has spare entries, then the address of
B is added into the queue (Fig. 5 (i)) and its elapsed time is
initialized as zero. In (ii), the line A is written with a Partial-
SET pulse again, then its elapsed time is reset to zero, thus
Entry B has the largest elapsed time. Subsequently, the C and
D are written with the Partial-SET pulse and inserted into the
Partial-SET queue. When the elapsed time of Entry A reaches
the retention time (Fig. 5 (iii)), the scheduler evicts it and
issues a Full-SET request to the memory line A. If a write
request from upper level is written with the Full-SET pulse,
its related entry in the Partial-SET queue would be released.

V. EXPERIMENTAL RESULTS
A. Experimental Setup

To evaluate the efficacy of the proposed design, we used
a trace-driven memory simulator DRAMsim2 [21] as our
simulation platform. Our baseline configuration refers to [9]
and is listed in Table I. The baseline has 32 MB 8-way DRAM
cache stacked on the 4GB PCM main memory, which has
4 ranks of 8 banks each. Each bank has a request queue of
32-entry to store both write and read requests. The memory
controller supports the FR-FCFS schedule policy. The read and
write latency are respectively 125ns and 1µs and the Partial-
SET write latency is 125ns [7, 9]. Moreover, the baseline uses
the read-modify-write mode [3, 20] to reduce the number of
bit flips in write operation.

According to the simulation settings shown in Table I,
we calculated the required storage overhead of the proposed
method. For Partial-SET scheme, the memory controller is
extended with a 32-entry Partial-SET queue per bank, each
entry stores the row address and the elapsed time, which



TABLE I: Baseline System Configuration

DRAM cache 32MB, 8-way,
LRU, write-back, 64B line size

Memory Controller 32 entries request queue/bank,
FR-FCFS scheduling

Main Memory
4GB, 4 ranks, 8chips/rank,
8 banks/chip, 64B line size,
64-bit width

PCM latency
reads: 125ns
write (RESET): 1µs
Partia-SET: 125ns
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Fig. 6: Normalized Memory Access Latency for Simulated Benchmark

respectively needs 14bits and 33bits storage space. The overall
storage overhead of a Partial-SET queue is (14b + 33b) × 32
bit. Compared with a 32-entry request queue which requires
(64B + 14b)× 32 bit, the extra overhead is less than 8%.

We ran ten memory-intensive workloads from SPEC2006
[22], performed 1010 cycles of each application and used half
of them to warmup. The memory traces were collected with
the HMTT tool [23].

B. Results
Our objective is to improve the memory access perfor-

mance. Thus, we compared the memory access latency of three
configurations, the conventional write (Baseline), Ideal Write,
and Partial-SET as illustrated in Fig. 6. The configuration Ideal
Write represents an upper bound on performance improvement.
For Partial-SET, we assume a 32-entry Partial-SET queue,
which is the same size as the request queue in the baseline
system. We normalized the latency with the baseline. The
bar labeled avg represents the average over all workloads.
On average, there is more than 45% memory access latency
reduction over the conventional write, which is within 6% of
the upper-bound Ideal Write configuration.

VI. CONCLUSION
PCM is a write-asymmetric memory technology and the

speeds of write is constrained by the slower SET operation.
In this paper, we propose a short SET pulse, which is called
Partial-SET pulse, to accelerate the write operation. However,
the Partial-SET memory lines is subjected to poor retention
capability. Thus, we proposed to issue Full-SET requests in
retention window to preserve the data. As the experimental
result shows, the Partial-SET scheme significantly reduces the
memory access latency is reduced by more than 45% on
average over the baseline. In our future work, we would like to
extend this scheme to the MLC PCM technique and alleviate
its slow write issue.
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