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Abstract—When a single bit is flipped as a result of a transient error

in an electronic circuit, its effect can have a severe impact if the circuit

is deployed in safety critical domains such as automotive, aeronautics,

and industrial automation. In the design phase it is therefore essential to

evaluate, and where necessary improve, the resilience of a circuit to all

possible transient errors. In this paper, we present a method to analyze

the transient error resiliency of a digital circuit. This method is based

on an analytical model. It models a transient error as a random function

and finds the vulnerable number of bits for each node. We perform a

case study on a circuit implementation of a well-known adaptive filter

algorithm. The results from the analytical and simulation models show

that the analytical model is accurate enough to estimate the effects of

transient errors on the performance of a digital circuit. Our analytical

method also reduces the analysis time significantly in a design phase.

I. INTRODUCTION

These days a modern car consists of about 100 electronic control

units (ECUs), which are connected by in-vehicle networks (IVNs),

such as a local interconnect network (LIN), a controller area network

(CAN), and a FlexRay network. As the number of ECUs grows

for new automotive applications, data has to be transferred from

one node to another node at higher data rates. The existing LIN,

CAN, and FlexRay networks however do not provide sufficient

bandwidth. Although the media oriented systems transport (MOST)

technology exists for the automotive industry to achieve this higher

data rate, the car manufacturers are currently preparing a large

step in in-vehicle networking by deploying Ethernet point-to-point

communication between ECUs [1]. They believe the flexibility and

scalability of Ethernet will replace the MOST network in the near

future by dramatically improving in-vehicle safety, comfort, and

infotainment, while significantly reducing network complexity and

cabling costs [1]. Furthermore, these Ethernet networks will be suited

for safety critical applications, such as drive-by-wire, provided they

pass a set of automotive-defined qualification tests with respect to

resilience and robustness [2]. Among several fault tolerant aspects,

a transient error resilient analysis therefore has to be applied and

optimized from an automotive electronic design perspective, where

the design trade-offs differ from those of consumer grade products.

There are many sources of transient errors in hardware. For in-

stance voltage scaling is one of the most effective techniques to obtain

a low power implementation of a digital circuit. It is still considered

for smaller CMOS based technology nodes [3] due to the quadratic

dependency of power consumption on the voltage. However, it also

increases the susceptibility of the circuit implementation to transient

errors. Although the circuit can be tuned for performance, there

can still be a slow path in a design, which can results in a path

delay fault and that leads to a transient error. In [4] an architecture

level resilient circuit design technique (RAZOR) for low power is

proposed. This approach performs dynamic voltage scaling based

on the dynamic detection and correction of circuit timing errors. A

process variation aware low power synthesis technique of FIR filters

is proposed in [5]. This technique is based on the identification of

the important coefficients by conducting a sensitivity analysis and

later logic gates are synthesized by providing a set of constraints.

A recent survey of on-chip wires shows that the inter wire spacing

decreases rapidly [6] with shrinking geometry, while the height and

width of the wires do not scale at the same rate. This increases

the chance of crosstalk induced transient error. Classical crosstalk

reduction techniques such as spacing and shielding are probably the

most commonly used in practice, however, with a cost in additional

silicon area. Another powerful method to reduce noise induced by

crosstalk in interconnects is to avoid worst case patterns by means

of signal encoding schemes [7]. Another source of transient errors

in hardware is soft-errors [8]. There exist several works on soft-

error rates (SERs) analysis [9], [10] and soft-errors aware circuit

design techniques [11], [12], which use space and time redundancy

approaches to address the soft-errors.

As discussed, there are many sources of transient errors and

there are existing mitigation techniques. However, the main research

challenge addressed in this paper is the identification of the vulnerable

nodes and bits in a digital circuit within a reasonable time, such that

different mitigation options can be evaluated early in the architecture

exploration phase without affecting the time-to-market of the asso-

ciated product(s). Thus the main contributions of this work are as

follow:

1) We propose an analytical model that captures the effects of

transient errors in the hardware implementation of a digital

circuit and analyzes the error resiliency for each bit position of

a data word at different locations in the circuit.

2) This model allows a full coverage of transient errors in terms

of identifying vulnerable nodes and bit positions.

3) This model has a lower run-time than simulation based ap-

proaches.

The remainder of this paper is organized as follow. Section II gives

a motivational example for transient errors resiliency analysis and

design techniques for logic circuits that is used in an automotive

safety critical application. Section III details the problem of modeling

transient errors and its equivalent noise power at the output of logic

circuits and Section IV presents a case study and simulation results

for a high speed serial link with an adaptive echo cancellation block.

Finally in Section V we discuss the results and give our conclusion.

II. MOTIVATIONAL EXAMPLE

Fig. 1(a) illustrates a three taps fixed-point adaptive finite impulse

response filter, where the term z−1 is a delay element, x(n) is an
input to the filter, e(n) is a residual error after the adaptive filtering,
and y(n) is the filter output. The notation n is for the discrete time.
The error e(n) can be expressed as Eq. 1, where r(n) is the reference
signal.

e(n) = r(n) − y(n) (1)

The filter coefficients ci, ci+1, and ci+2 are updated based on the

least mean square algorithm (LMS) [13], which can be expressed as978-3-9815370-2-4/DATE14/ c©2014 EDAA
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Fig. 1. Adaptive finite impulse response filter. (a) Possible fault locations
due to transient errors. (b) A signed N-bits data word

Eq. 2, where the term µ is the gain factor.

ci(n + 1) = ci(n) + µ · e(n) · x(n − i) (2)

The LMS computation blocks for the coefficients ci+1 and ci+2

are not shown in Fig 1(a) because of space restrictions. The algo-

rithm computes the next value of filter coefficient ci(n + 1); i =
{1, 2, . . . , Ntaps} for tap i using the current value of filter coefficient
ci(n), error e(n), gain µ, and input x(n). The notation Ntaps stands
for the number of taps of a filter. Fig. 1(a) depicts several possible

fault locations at the output of each block that can potentially be

vulnerable to a transient fault when the adaptive filter is operating

normally after convergence. We assume that all transient faults will

manifest themselves as errors and may result in a system failure,

such as the loss of a communication link. A transient fault at any

location in Fig. 1(a) is equivalent to one bit flip out of the N bits

(including the sign bit) in a data word, as shown in Fig. 1(b). This

results in the replacement of the original value of a data word with

a value that ranges from −
PN−1

i=1
2−i to +

PN−1

i=1
2−i. If there is

a transient fault at one of the locations shown in Fig. 1(a), this can

cause an erroneous output of the adaptive filter y(n). For instance,
if there is a fault at location c′i, then this incorrect value of this
coefficient will be latched by the delay element of the LMS. Later

that value will be used to compute the next value of this coefficient

as well as to calculate the product of coefficient ci and input data xi.

The value of the coefficient ci will consequently be incorrect, until

its value converges to its original value by the adaptive algorithm.

Similarly, a transient fault at locations ci+1, ui+1, vi+1, and e can
have an effect on the output of an adaptive filter. The resulting bit

error rate (BER) can however differ for faults at different locations.

Fig. 2 shows a simulation result of the coefficient weights ci, ci+1,

and ci+2 with i=1 for the adaptive filter shown in Fig. 1(a). It can
be observed that when a transient fault is applied at location c′i, the
weight of coefficient c1 changes from its nominal zero to 0.12 and

after sometime it returns back to its original weight as shown in

Fig. 2. The weights of the other coefficients however do not change

as a result of a transient fault at location c′i.
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Fig. 2. Weight of coefficients c1, c2, and c3 when a transient error is injected
at location c′i of the adaptive filter shown in Fig. 1(a)

III. TRANSIENT ERROR MODELING

This section presents a technique to model the effect of a transient

error for an adaptive FIR filter that is discussed in Section II. The

modeling technique is however not limited to digital filters. The

proposed analytical based modeling approach can also be applied

to any data path that is associated with signal processing.

Let a(n) be a fixed point data that is written at the output of
a logic block (e.g. adder, multiplier, flip flop etc.) and b(n) be a

fixed point data that is read from the same logic block. The value

of read data b(n) can differ from the value of the written data a(n),
since each bit at the output of a logic block can be flipped with an

equal probability as a result of a transient error. Furthermore, we

also assume that all outputs are equally vulnerable to an error. Their

effect can however be different at the output of different logic blocks.

In a typical digital logic circuit, the effect of an error depends on

where the error occurs and how it subsequently propagates through

the circuit. In a broad sense, the propagation path can be classified

as purely combinational, sequential with feedback, and without any

feedback. If there is an error at the output of a logic block and the

error propagates only through combinational logic, then the effect

of this error can only be observed for one clock cycle. In case of

sequential logic with feedback, the effect of an error stays until the

error is filtered out. This can take more than one clock cycle and

depends on the magnitude of the error. While in the case of sequential

logic without feedback, the effect of an error can be seen until the

error reaches the depth of the sequential logic. This also can be more

than one clock cycle. For example in Fig. 1(a), the propagation path

of an error at location pi is combinational until it reaches the output

of the filter y(n). For an error at location c′i, the propagation path of
the error is sequential with feedback. In case of an error at location

xi, the error propagation path is sequential without any feedback,

where the error will disappear after the depth of the shift register.

A bit flip as a result of a transient error can be conceptually

considered as an additive noise such that

a(n) = b(n) + δ(n) (3)

where we assume that δ(n) is uniformly distributed in the range
−

PN−1

i=1
2−i ≤ δ(n) ≤ +

PN−1

i=1
2−i with mean µδ = 0 and

variance σ2
δ . The transfer function of the LMS algorithm integrator

in Fig. 1(a) for tap i can be expressed as Hci
(z) = ci(z)/ui(z) =

z−1/1− z−1. Since we assume that in the worst case each transient

fault in the circuit manifests itself as an error, a transient error at



location c′i and its effect to the filter coefficient can be modeled as

ci(n + 1) + δ(n + 1) = ci(n) + ui(n), (4)

where the term δ(n + 1) represents the erroneous data at the output
of the LMS adder and variable ci(n + 1) is denoted as c′i. Eq. 4 can
be rewritten to yield the total noise power σ2

ǫci
, given in Eq. 5, that

is added to coefficient ci

σ2
ǫci

(n + 1) = σ2
δ · |z · Hci

(z)|2. (5)

Similarly, the noise power σ2
ǫci
that is added to coefficient ci at time

n+1 for an error at ui(n) (corresponding to a read ”error at location
ui at time n and tap i”), ci(n), vi(n), e(n), and xi(n) is estimated
as

σ2
ǫci

(n + 1) =

8
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(z)|2, at ui(n) and ci(n)

µ2 · σ2
δ · |Hci

(z)|2, at vi(n)

∀{i=1,...,Ntaps}

µ2 · σ2
xi

(σ2
e + σ2

δ )·

|Hci
(z)|2, at e(n)

∀{i=k,...,Ntaps}

µ2 · σ2
e(σ2

xi
+ σ2

δ )·

|Hci
(z)|2, at xi(n)

(6)

and

k = 1, 2, . . . , Ntaps (7)

where the term σ2
e is the variance of the LMS residual error e(n).

When there is a transient error at locations ui(n) or ci(n), the noise
power at time n + 1 depends mainly on the magnitude of the error
and the transfer function of the LMS integrator, assuming that the

power of the transmitted signal is fixed. Similarly, in case of an error

at location vi(n), the filter coefficient noise power for tap i is a
function of the transient noise power, the LMS integrator transfer

function, and the step size. For all of the above cases, when there

is a transient error at tap i, its direct effect in terms of noise power
appears only for the coefficient of tap i, while the other taps are noise
free. In contrast, a transient error at e(n) affects the filter coefficients
of all taps. Thus Eq. 6 can be used to compute the filter coefficient

noise power σ2
ǫci

(n + 1) for all taps i. Similarly, in case of an error
at location xi(n), the filter coefficient noise power is computed for
taps that starts from tap k where the transient error originated at time
n to the number of taps Ntaps. The error propagation paths for a set
of error locations are summarized in Eq. 7 and are sequential. Thus

if there is an error at time n then the noise power for each filter
coefficient is computed for time n + 1. Further, assume that there is
no transient error for a while after an error that occurred at time n,
the filter coefficient noise power for an error that is associated with

the sequential error propagation path with feedback is calculated for

time t > n + 1 as

σ2
ǫci

(n + m)|{m=2···∞} = σ2
ǫci

(n + m − 1) · |Hci
(z)|2 (8)

where at first the filter coefficient noise power σ2
ǫci

(n+m) for tap i
and time n+2 is computed based on the noise power that is obtained
from Eq. 6 and the LMS integrator transfer function. Later for time

t > n + 2 filter coefficient noise power is computed recursively for
each tap i using Eq. 8.

So far Eqs. 5, 6, and 8 allow to compute filter coefficient noise

power for each tap i due to a transient error at time n, however, the
main interest of this investigation is to estimate the total noise power

at the output ŷ of a filter which is summarized in Eqs. 9 and 10.
When there is an error at time n in location ci(n), xi(n), pi(n),
or y(n) and its primary1 and secondary2 error propagation paths are
combinational and sequential, respectively, the noise power at the

output of the filter at time n is estimated for a tap where the error is
originated. The details of the noise power estimation is as follows

σ2
ǫ (n) =

8
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σ2
δ · σ2

xi
, at ci(n)

σ2
δ · σ2

ci
, at xi(n)

σ2
δ , at pi(n), y(n)

(9)

where the terms σ2
xi
and σ2

ci
are the variances of the input data x(n)

and the coefficient ci for tap i, respectively. For instance at time n if
there is a transient error at location ci(n), xi(n), pi(n), or y(n), filter
output is erroneous at time n since their primary error propagation
path is combinational. While for time t > n+1, assuming that there
is no more error after t > n, the secondary error propagation path
of the above error locations is sequential, thus the filter output noise

power is estimated as

σ2
ǫ (n + m − 1) =

Ntaps
X

i=1

σ2
ǫci

(n + m − 1) · σ2
xi

(10)

where the variable m, m ∈ {2, . . . ,∞}, is a discrete time index.
The filter output noise power is calculated by summing the product of

filter coefficient noise power and variance of input data for each tap i,
i ∈ {1, . . . , Ntaps}. After obtaining the filter output noise power from
Eqs. (9) and (10), Algorithm 1 finds the bit position as well as the

number of bits that are vulnerable to transient errors. The algorithm

takes four inputs: the number of bits (N) of a data word, the signal to

noise ratio (SNR) that is required to receive bits at the receiver with

a certain bit error rate, the signal to noise ratio margin (∆M), and the
estimated noise power σ2

ǫ . In the algorithm at line 1, the variables

vulnerable bit position qp and the number of bits q are initialized
to zero. At line 2, the for loop runs from the LSB to the MSB of

the data word. Later at line 3 it computes the noise power σ2
ǫ (i) at

the output, assuming a transient error at bit position i and compares
it with the SNR+∆M. If the computed noise power is greater than
the SNR plus the margin, then the variable q is incremented and
the bit position is stored in variable qp at line 4 and 5, respectively.

Otherwise, this variable is kept unchanged at line 7. At line 10 the

number of vulnerable bits is returned.

IV. CASE STUDY

Fig. 3 depicts an echo canceller for a serial communication link

with a local transmitter (Tx-L) and a remote transmitter (Tx-R),

which communicate via a channel with a transfer function H(t). The

complexity of this echo canceller depends on the near-end echo factor.

The output of the hybrid ho(t) goes through an amplifier with gain
g and results in an amplified signal g · ho(t). The continuous time
signal g · ho(t) passes through an eight-bit (one sign bit and seven
fraction bits) analog-to-digital converter (ADC). The resulting signal

1When an error occurs at time n and at that moment the path that error
follows is called the primary path
2When an error occurred at time n and path it follows at time n + 1 is
called the secondary path



Transient Bit position (2−1) Bit position (2−2) Bit position (2−3) Bit position (2−4) Run

error #bit Noise (σ2
ǫ ) in dB #bit Noise (σ2

ǫ ) in dB #bit Noise (σ2
ǫ ) in dB #bit Noise (σ2

ǫ ) in dB time
location errors Sim. Ana. errors Sim. Ana. errors Sim. Ana. errors Sim. Ana.

ci(n + 1) ∼108 -7 -6 3659 -11 -12 14 -18 -18 0 -24 -24 ∼3 hrs
ci(n) ∼108 -7 -6 3627 -11 -12 16 -18 -18 0 -24 -24 ∼3 hrs
ui(n) ∼108 -7 -6 3584 -11 -12 16 -18 -18 0 -24 -24 ∼3 hrs
vi(n) 0 -30 -26 0 -36 -32 0 -42 -38 0 -48 -44 ∼1 hr
e(n) 0 -26 -23 0 -32 -29 0 -38 -35 0 -44 -41 ∼1 hr
xi(n) 0 -27 -25 0 -33 -31 0 -39 -37 0 -45 -44 ∼1 hr
pi(n) 1 -8 -6 0 -14 -12 0 -21 -18 0 -27 -24 ∼0.5 hr
y(n) 1 -8 -6 0 -14 -12 0 -21 -18 0 -27 -24 ∼0.5 hr

Table I: Transient errors resiliency analysis based on the analytical and simulation models

NO.-OF-VULNERABLE-BITS(N, SNR, ∆M, σ2
ǫ )

1 qp, q ← 0;
2 for i = LSB : MSB,
3 if (σ2

ǫ (i) > SNR + ∆M) {
4 q + +;
5 qp(i) = i; }
6 else

7 q = q;
8 endif;

9 endfor;
10 return q;

Algorithm 1: Identify the number of vulnerable bits to be protected for

transient errors
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Fig. 3. Echo cancellation for a high speed serial communication link

is transformed into the discrete time signal r(n). In this work, an
ADC based echo cancellation system is chosen in order to see the

effect of a transient error on the performance of the echo cancellation.

Each cycle the echo canceller estimates the echo that is present in the

received signal r(n) and subtract the signal y(n), which results in an
echo free signal d(n) (is equivalent to signal e(n) in Fig. 1 after echo
cancellation). Finally, the slicer maps the amplitude of the signal d(n)
to its corresponding symbol d̂(n). Table I summarizes the results of
our transient errors resiliency analysis, when we apply it to the LMS

filtering algorithm that is employed in the echo canceller for a high

speed serial link as shown in Fig. 3. The simulation is carried out in

Matlab Simulink and is started from the beginning for each transient

error. The column entitled Error locations gives a list of locations

where a transient error is injected. The names of the error locations

in the LMS adaptive algorithm within the echo canceller are the

same as in Fig. 1, in order to validate the results from the analytical

and simulation models. The columns Bit position show which bit of

a word is erroneous as a result of an injected transient error. For

instance bit position 2−1 is the MSB of a word and 2−4 is the bit

that is the 3rd bit away from this MSB bit. In the table, for each bit

position where a transient error is injected, the total number of bit

errors and the noise power in dB at the output of the echo canceller

are presented for all error locations. The columns Noise (σ2
ǫ ) in dB

provide the filter output noise power for both simulation as well as

analytical models, which are named Sim. and Ana., respectively. The

columns (#bit errors) and Run time give the number of bit errors
and run time for the Matlab Simulink based simulation model.

V. DISCUSSION AND CONCLUSION

Our analysis correctly shows that the MSB is the most vulnerable

and the LSB is the least vulnerable bit to a transient error for most

of the data path. However, it is not so obvious for the other bits. All

nodes within the hardware are also not equally affected by a transient

error. The results show that the effect of an error depends on the bit

position, where the error is injected and the architecture i.e., error

propagation paths that are combinational and sequential. There are

simulation tools, which can also be used to try to find the vulnerable

nodes and bits based on simulation in design phase. This is very time

consuming when the system complexity grows, preventing to cover all

nodes and bits. Our analytical model can however be used to identify

a set of vulnerable nodes and bits of hardware early in the design

phase and several mitigation techniques can be explored in order to

make a design resilient. The results show that the maximum deviation

of the analytical noise power from the simulation based noise power

is 4dB, which is equivalent to less than one bit [14] according to

the quantization theory. This corresponds to a +/-1 bit worst case

estimation error in terms of finding the number of vulnerable bits of

a word.
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