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Abstract—The overall performance of Multi-Processor
System-on-Chip (MPSoC) platforms depends highly on the effi-
cient communication among their cores in the Network-on-Chip
(NoC). Routing algorithms are responsible for the on-chip com-
munication and traffic distribution through the network. Hence,
designing efficient and high-performance routing algorithms is of
significant importance. In this paper, a deadlock-free and highly
adaptive path-based routing method is proposed without using
virtual channels. This method strives to exploit the maximum
number of minimal paths between any source and destination
pair. The simulation results in terms of performance and power
consumption demonstrate that the proposed method significantly
outperforms the other adaptive and non-adaptive schemes. This
efficiency is achieved by reducing the number of hotspots and
smoothly distributing the traffic across the network.

I. INTRODUCTION

Nowadays, the conventional interconnection architectures
such as shared buses and ad-hoc wiring solutions, have become
the limiting factors for achieving the operational goals of
the Multi-Processor Systems-on-Chip (MPSoCs). As a result,
Networks-on-Chip (NoCs) have been proposed as a promising
solution for the high communication demands required by such
complex multicore architectures [1], [2]. On-chip communica-
tion which plays a determinant role in the performance of the
network is controlled by the routing algorithms. For maximum
system performance, a routing algorithm should have high
throughput and low latency, avoid deadlocks and livelocks,
and be able to work well under various traffic patterns [4].
Deadlock is one of the potential problems in designing efficient
routing methods [2]. It has been proved in [5] that a routing
function for an interconnection network is deadlock-free if and
only if there are no cycles in the Channel Dependency Graph
(CDG). Breaking the cycles in the CDG is either realized by
restricting the routing algorithm to avoid the prohibited paths
or splitting each physical channel along a cycle into a number
of Virtual Channels (VCs) [5]. However, adding VCs imposes
extra hardware requirements and a complex control logic to the
routers [6]. Therefore, it is highly desirable to design deadlock-
free routing algorithms without using VCs.

Among the factors associated with the design of an efficient
routing algorithm, adaptivity [6], [3] appears to be of crucial
importance. Adaptivity determines the ability of the routing
algorithm to provide alternative paths between each pair of
source and destination nodes. Compared to the deterministic
routing schemes, adaptive routing methods achieve better per-
formance by sending the packets through alternative paths, and

thereby avoiding congested or faulty regions of the network.
In this paper, a highly adaptive path-based unicast/multicast
routing method is presented for wormhole-switched 2D mesh
NoCs. The proposed method is deadlock- and livelock-free
and requires no VCs. It has also been exploited to increase
the adaptivity in the Multi-Path (MP) routing algorithm [7].

The remainder of this paper is organised as follows.
Section II gives an overview of the Hamiltonian path-based
routing algorithms. The proposed routing method, and the
deadlock avoidance in this scheme are presented in Section III.
Section IV is devoted to the simulation results and discussion.
Finally, the conclusions are drawn in the last section.

II. RELATED WORK

The Hamiltonian strategy [7] is a well-known path-based
method used for multicast routing. In this method, each router
is assigned a label between 0 and N − 1 (N is the number of
routers in a 2D mesh network). Starting from the first router
with (0, 0) coordinates, the routers in even rows are given
labels from left to right, and the routers located in odd rows
are labelled from right to left. Such a labelling in a 3 × 4
mesh is illustrated in Fig. 1. Based on the labelling, two
disjoint subnetworks (or directed Hamiltonian paths) could be
identified in the network: the high-channel subnetwork (HH )
and the low-channel subnetwork (HL) which are specified by
the solid and dashed arrows in the figure, respectively. If the
label of the destination is greater (smaller) than that of the
source, the routing takes place in the HH (HL) subnetwork
and the nodes are visited in an ascending (descending) order.
Although the vertical channels are not parts of the Hamiltonian
paths, they can also be utilized accordingly in order to shorten
the paths in routing. The Hamiltonian path-based routing
strategy guarantees deadlock- and livelock-free routing [4], [7].

1) Multi-Path (MP) Routing Algorithm: In the MP routing
method, first, the set D of destination nodes is partitioned into
two discrete subsets, DH and DL. DH (DL) is composed of
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Fig. 1. A 3× 4 mesh with corresponding Hamiltonian labelling. The solid
and the dashed arrows represent the HH and HL subnetworks, respectively.978-3-9815370-2-4/DATE14/ c© 2014 EDAA



the destination nodes with greater (smaller) labels compared to
the source. In the second step, DH and DL are also partitioned
further into left and right subsets to form (at most) four
disjoint subsets. The source, afterwards, generates (at most)
four multicast packets with the sorted destinations in their
headers. The packets are forwarded through the network using
the corresponding Hamiltonian path [7].

2) Adaptive Multi-Path (AMP) Routing Algorithm: Deter-
ministic routing methods (such as MP) suffer significantly
from the degraded performance in congested networks. The
AMP routing algorithm was proposed in [8] to improve the
performance of MP by exploiting the alternative minimal paths
during routing. AMP is based on the Hamiltonian Adaptive
Multicast Unicast Model (HAMUM) [9]. AMP (or HAMUM,
in general) is associated with two groups of rules:
For the low-channel subnetwork,
Rule 1: South and West directions are allowed in even rows.
Rule 2: South and East directions are allowed in odd rows.
And for the high-channel subnetwork,
Rule 1: North and East directions are allowed in even rows.
Rule 2: North and West directions are allowed in odd rows.

The behaviour of this algorithm is shown in the 8×8 mesh
of Fig. 2. As can be seen in the figure, the destinations are
partitioned such that four copies of the message are prepared
and sent from the source (i.e. node 35) to accomplish the
desired multicast operation. Consider the multicast message
originating from the source node which attempts to reach the
destinations in DL2

. The AMP alternative paths have been
shown with solid arrows in the figure. In order to route the
message from node 27 (which is located in an odd row) to
node 7, the second rule of HAMUM for the HL subnetwork
is applicable. The router at this node has to decide whether to
route the packet to the south (node 20) or to the east (node
26). The decision is based upon the congestion level of the
north and west input buffers of the aforementioned routers,
respectively. In fact, by comparing the Congestion Flags (CFs)
[8], the proper direction towards which the packet has to be
forwarded is determined. Compared to the MP, the number of
available paths to be taken from node 27 to node 7 is increased
to 4. For the packets being routed from the source node to the
destinations in DL1

, DH1
, and DH2

, the number of available
paths has been increased to 2, 3, and 2, respectively.

III. PROPOSED ROUTING METHOD

Adaptivity in routing algorithms has a high impact on the
network’s overall performance. Therefore, the main motivation
for this study was to increase the adaptivity of HAMUM by
taking advantage of the unused minimal paths in this scheme,
and propose a new routing method based on that.

A. Routing Mechanism

The permitted and prohibited turns formed in even and
odd rows using HAMUM rules can be regulated by the cycles
of Fig. 3(a). Note that a 90-degree change of the travelling
direction is called a turn [10]. As it is evident from the figure,
two of the four possible turns in each cycle are prohibited using
HAMUM routing method. But it is possible to preserve one
of the two prohibited turns in each cycle and change the other
one to a permitted turn, to ensure the deadlock-freedom and an

L1

H1

even

odd

odd

odd

odd

even

even

even

L2

H2

Fig. 2. AMP and HOEMP routing algorithms. The solid arrows represent
the AMP paths, and the dashed arrows indicate the paths added by HOE.

increased adaptivity at the same time. In fact, the restrictions
in HAMUM (and particularly AMP) that confine the packets
to necessarily follow the Hamiltonian paths are relaxed by the
proposed routing mechanism. This is achieved by carefully
choosing the prohibited turns so that every possible cycle is
broken and the deadlock is avoided.

Of the 16 different possibilities to modify the prohibited
turns in each cycle of Fig. 3(a), 14 result in deadlock. The
permitted and prohibited turns in one of the deadlock-free
routing possibilities is shown in Fig. 3(b). As it is obvious
from the figure, in each cycle, one of the prohibited turns in
HAMUM is allowed and the other one remains forbidden to
prevent deadlock. The rules of the proposed routing method
can be established as follows:
Rule 1: East-South and North-West turns are prohibited in
even rows.
Rule 2: North-East and West-South turns are prohibited in odd
rows.
According to the above rules, ES and NE turns do not take
place in the same row. Furthermore, NW and WS turns cannot
be taken at the nodes in the same row. Note that similar to the
OE turn model [10], 180-degree turns are prohibited. The order
of the turns in the above two rules may also be interchanged.

The proposed scheme, which is called Hamiltonian-based
Odd-Even (HOE) routing method, is able to outperform
HAMUM in terms of adaptivity. This is evident in Fig. 2 where
HOE rules are applied to the MP method (HOEMP). The paths
added by the HOE are shown with the dashed arrows in the
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Fig. 3. Permitted (solid) and prohibited (dashed) turns using (a) HAMUM,
and (b) HOE routing methods in even and odd rows.



figure. Consider the case when the packet originating from the
source node and heading to node 7 in DL2 , has arrived at router
10 via 11. By exploiting the rules added by HOE, this packet
can be forwarded to 9 (the same as AMP), or to 5 by taking
an ES turn which is allowed in odd rows. Once it reaches 5
which is located in an even row, the packet can take a SE turn
to reach the destination. Compared to the AMP, the number of
alternative paths in this particular case has been raised from
4 to 10. Also, it has been doubled for the packets travelling
to node 62 in DH1

. For the destinations located in DL1
, the

number of alternative paths has been raised to 3. But as can
be seen in the figure, the proposed rules cannot be employed
for forwarding the packets to the destinations in DH2 and the
number of alternative paths remains unchanged. Note that the
destination partitioning is identical to the AMP and MP.

B. Deadlock Avoidance

1) Unicast Mode: The following argument is based on the
proof given in [10] which justifies that the OE turn model is
deadlock-free.

Theorem. Any unicast routing algorithm that follows the HOE
rules is deadlock-free as long as 180-degree turns are not
allowed.

Proof: We need to prove that the uppermost row which is
a necessary part of a circular waiting path can never be formed.
Suppose by contradiction that there exists a set of packets
p1,p2,...,pk that are deadlocked in a circular waiting path.
This waiting path must be comprised of both row and column
channels because 180-degree turns are prohibited. Consider
RSu which is the uppermost row segment in the waiting path.
The channels of RSu could be either West-East or East-West,
which are both shown in Fig. 4. The beginning and the end
nodes of RSu are also designated as A and B. In Fig. 4(a),
there must be some pi, 1 ≤ i ≤ k, taking a NE turn at node
A, and also some pj , 1 ≤ j ≤ k, taking an ES turn at node
B on the waiting path. Here the contradiction arises because
NE and ES turns cannot occur at the nodes in the same row
according to the rules of HOE. A similar contradiction can be
obtained for the westward channels in RSu, utilizing the rules
of HOE. Thus, it is proved that HOE is deadlock-free.

2) Multicast Mode (for MP Algorithm): Here, we show that
with some restrictions, using the HOE method for the multicast
traffic in MP does not threaten the deadlock-freedom in this
algorithm. The Degree of Adaptiveness (DoA) determines the
number of minimal paths that an algorithm offers from a source
node to a destination node [6]. Based on the location of the
destination with respect to the source node, eight different
states (four in each subnetwork) could be identified such that
the DoA of the HOE is higher than that of the HAMUM.
In these states which are shown in Fig. 5, both HAMUM
paths (solid arrows) and the additional paths offered by HOE
(dashed arrows) are illustrated. Utilizing the HOE method for
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Fig. 4. (a) West-East (eastward), and (b) East-West (westward) channels of
the uppermost row segment in the waiting path.

(a)

(b)

Fig. 5. Possible states with different DoAs for HAMUM and HOE routing
methods in the (a) high-channel, and (b) low-channel subnetworks.

the multicast messages dispatched from the source node to the
first destination in the HH subnetwork does not jeopardize the
deadlock freedom in the MP algorithm. In other words, there
is no risk of a 180-degree or prohibited turn in such situations.
This is also true for the multicast packets travelling to the last
destination in the HL subnetwork. For the remaining situations
in both subnetworks, HOEMP has to be restricted to behave
the same as AMP in order to avoid the risk of deadlock.

IV. RESULTS AND DISCUSSION

The efficiency of the proposed method is evaluated using a
modified version of BookSim 2.0 cycle-based network simula-
tor [3] and Orion 2.0 [11] power library. The packet switching
technique being used is wormhole. Details of the simulation
parameters are listed in Table I. First, the simulator has been
warmed up for 10, 000 cycles and then the results are averaged
over the next 100, 000 cycles. All of the values reported in
this section are obtained by averaging the results from 50
simulation samples, each with a distinct random starting seed,
to ensure a fair comparison between the algorithms.

A. Performance Analysis

Simple traffic models such as uniform random and hotspot
are useful for NoC designers in acquiring insights by stressing
the network with a regular, predictable traffic pattern. However,
they do not represent realistic traffic loads which are necessary
in assessing the networks. In fact, placing two highly commu-
nicating blocks on opposite ends of a chip is as undesirable as
mapping two highly communicating tasks to the tiles located
at opposite ends in a NoC. That’s why the locality of tasks is
required in NoCs analogous to the classical logic placement

TABLE I. SIMULATION PARAMETERS

Parameter Value

Network size and Topology 8 × 8 2D mesh
Number of destinations 10 and 25

Data width 32 bits
Buffer (FIFO) and Message size 8 and 16 flits

Congestion threshold 60% of the total buffer capacity



in circuits [12]. For this reason, we have implemented a
Rentian [13] traffic generator which mimics the real traffic
distribution in a network. The implementation is based on the
Communication Probability Distribution (CPD) introduced in
[14]. CPD is the probability that a processor sends packets to
another processor at a particular distance in the network: the
farther the distance, the smaller the probability. The formula
for CPD and implementation details are described in [14].

The average latency for the MP, AMP, and HOEMP routing
algorithms as a function of the message injection rate is
shown in Fig. 6 under the mixed Rentian traffic profile. This
pattern represents the traffic in distributed shared-memory
multiprocessors, in which cache misses are performed using
unicast messages, and updates and invalidations are served by
multicast messages [4], [8]. In our simulations, the mixture of
multicast and unicast traffic has been implemented such that
80% of the injected messages are unicast, and the remaining
20% are multicast. The Rent’s exponent (p) has also been set
to 0.75. As is apparent from the figure, HOEMP excels in
reaching the lowest average latency even in high injection rates
and larger number of destinations. The average performance
gain that HOEMP offers near the saturation points (0.27 and
0.2) is about 38% and 54% compared to the AMP and MP,
respectively. This efficiency is mainly due to the fact that
adaptive routing methods try to minimize the congestion in
the network by offering alternative paths to route the packets,
thereby reducing the average communication delay. On the
contrary, deterministic routing methods (such as MP) are
highly vulnerable to the congestion since they have no mech-
anism to tackle the congested areas of the network. Although
AMP is also adaptive, the results confirm that HOEMP is
able to outperform that in terms of adaptiveness. In fact, the
simulation results confirm that HOEMP is less vulnerable to
the numerous number of hotspots being created around the
sources under a nonuniform traffic pattern.

B. Power Analysis

The power consumption has also been calculated using the
UMC 90 nm technology, with an operating point of 1 GHz and
supply voltage of 1 V. The results in terms of average power
consumption near the saturation points have been shown in
Fig. 7. These results support our conclusion that HOE excels
the other methods in diminishing the number of hotspots, and
consequently, the power consumption in the network.
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Fig. 6. Performance comparison of an 8 × 8 mesh with 10 (left) and 25
(right) destinations under mixed Rentian traffic profile.
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Fig. 7. Average power consumption of an 8 × 8 mesh with 10 and 25
destinations near the saturation points under mixed Rentian traffic profile.

V. CONCLUSION AND FUTURE WORK

In this paper, a deadlock-free and highly adaptive path-
based routing method (HOE) is proposed. By prohibiting the
minimum number of turns, HOE strives to reach a high degree
of adaptiveness, without using VCs. Applying the HOE rules
to the MP routing method has also been studied in the paper.
The results in terms of performance and power consumption
validate the flexibility of our approach in choosing the appro-
priate routing path based on the congestion condition of the
network. We plan to evaluate the performance of HOE under
other workloads and traffic patterns. Moreover, the area of the
router required by HOE remains to be examined in the future.
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