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Abstract— Steep Slope devices, with Heterojunction Tunnel
FETs (TFETs) in particular, have been proposed as a viable
solution to overcome the subthreshold slope limitation in exist-
ing CMOS technology and achieve ultra-low voltage operation
with acceptable performance. However, state-of-the-art FinFET
technologies continue to demonstrate superior performance than
steep slope devices in application domains demanding peak single
threaded performance. In this context, we examine different
computing paradigms where TFET technologies can be used,
not just as a ’drop in’ replacement, but as an additional
parameter to augment the architectural design space. This greatly
widens the scope of optimizations for performance and power.
We investigate the tradeoffs between device and architectures
in general purpose processors when performance, power and
temperature are individually constrained. We also synthesize
examples of domain-specific accelerators used in computer vision
using in-house TFET standard cell libraries to demonstrate
the energy benefits of designing TFET-based accelerators. We
demonstrate that synthesizing these accelerators using TFETs
reduces energy by over 6X in comparison to an equivalent iso-
voltage CMOS-based design and by over 30% in comparison to
an iso-performance CMOS design.

I. INTRODUCTION AND MOTIVATION

As it has been for many years, CMOS remains the domi-
nant transistor model in currently fabricated devices. However,
as chip designers attempt to move tasks with large computa-
tional demands into increasingly power-sensitive and energy-
sensitive domains, there is increasing interest in alternative de-
vices more directly suited to low-power operation. This interest
arises due to the relationship among supply voltages, perfor-
mance, and power in low-voltage domains; For CMOS devices
in a low-voltage domain, further lowering the supply voltage
would significantly reduce dynamic power, but at the cost of
profound reductions in performance that can lead to increases
in total energy. A concise summary of the tradeoffs between
power and performance at subthreshold voltages is provided by
a device’s subthreshold slope. So-called steep-slope devices,
such as Heterojunction Tunnel FETs(HTFETs) [1, 2], offer a
superior exchange rate between reductions in performance and
supply voltage compared to CMOS.

So far, none of the proposed steep-slope devices are
silver bullets, that is, drop-in replacements for CMOS that
offer universally superior properties. While steep-slope devices
may offer superior performance at sufficiently low voltages,
state-of-the-art CMOS FinFET technologies continue to offer
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superior peak performance on highly sequential, latency-bound
computations. However, we shall show that, for tasks with
thread or data parallelism, with fixed, real-time performance
demands, or with tight thermal constraints, adding steep-slope
devices to the chip designer’s tool chest extends the range
of realizable designs in fundamental ways. For much of this
paper, we focus on a particular class of steep-slope devices,
HTFETs, show both their potential and their limitations with
respect to CMOS, and how CMOS/TFET tradeoffs change in
both general and specialized computing domains.

In this paper, we make the following contributions:

• We compare Heterojunction TFETs with CMOS
and beyond-CMOS devices: We evaluate HTFETs
and other emerging technologies using standard (NRI)
benchmarking methodologies. These, and additional
evaluations carried out on simple circuits, such as
inverters and adders, show HTFETs to offer promis-
ing tradeoffs between circuit delay and computation
energy.

• We explore the relationship between device se-
lection and optimal microarchitecture: Due to
the energy-efficiency properties of HTFETs in low-
voltage operating conditions, processors built with
HTFETs can more aggressively pursue wide issue de-
signs than their CMOS counterparts before encounter-
ing thermal limitations. This makes microarchitectural
techniques for scaling ILP that trade thermal density
and/or area for performance attractive for HTFET
based designs, even though these techniques are no
longer viable for CMOS designs approaching their
thermal limits.

• We highlight the potential benefits of TFETs in
general purpose processor designs: We show that
TFET-based designs can produce performance-viable
processors beyond the set of thermal envelopes that
are available with traditional CMOS approaches.

• We show the promise of TFETs for domain-specific
computing: Domain-specific tasks, such as computer
vision, often have two properties that make them
attractive for employing steep-slope devices: abundant
data parallelism and deadline-based computation. Us-
ing vision accelerators synthesized with a TFET-based
standard cell library, we show two key findings. First,
for an iso-voltage point, TFETs offer vastly superior
performance. Second, for an iso-performance point,
the TFET design consumes lower power and energy.
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Fig. 1. Switching time and energy of CMOS and several beyond-CMOS
devices for a 32-bit full adder circuit in 15 nm node. Lower left corner is
more preferable (HetJ: Heterojunction, HomJ: Homojunction, gnr: Graphene
Nano-Ribbon, Bis: Bilayer pseudospin).

II. BENCHMARKING STEEP SLOPE DEVICES WITH OTHER
EMERGING TECHNOLOGIES

The goal of benchmarking beyond-CMOS devices is to
identify the devices that are the most promising as potential
alternatives to CMOS technology. In this work, we use the NRI
method [3] which aims to provide a consistent benchmarking
methodology for beyond-CMOS devices. To this end, the
proposed methodology is based on simplicity, uniformity, and
transparency; for simplicity, analytical expressions are chosen
over simulations for benchmark calculations. Uniformity is
achieved by applying similar methodologies across all relevant
devices. By making equations and parameters transparent,
others can easily recreate or utilize the metrics for their own
research.

Two key metrics used to compare and contrast devices are
switching time and energy. To estimate the switching time
and energy of electronic devices, the benchmarking model
utilizes several analytical expressions. Equations (1) and (2)
show how the intrinsic switching time (tint) and energy (Eint)
are computed for an electronic device.

tint = CdevVdd/Idev (1)

Eint = CdevV 2
dd (2)

Cdev represents the device capacitance, and Idev is the on-
current of the device. Cdev and Idev vary in proportion with
the transistor width. The performance of a simple circuit is
then calculated (see [3] for details) . The switching time and
energy are computed for a 32-bit full adder circuit as:

tadd = 32Mtadd(5Mtinvtint + 5tic) (3)

Eadd = 32MEadd(10MEinvEint + 5Eic), (4)

where Mtadd, Mtinv , MEadd, and MEinv are circuit per-
formance parameters chosen to make the results agree with
PETE simulation [4]. The time and energy of an interconnect
(tic and Eic, respectively) are estimated with the interconnect

Fig. 2. (a) Comparison of power dissipation of an inverter in several
technologies. (b) Comparing HP and LP versions of HetJTFET with CMOS.

capacitance replacing the device capacitance in (1) and (2). The
results, given in Fig. 1, show how CMOS devices (i.e. CMOS
HP and LP) compare with these beyond-CMOS devices. The
uniform approach used to derive the characteristics of each
device allows for better one-to-one comparisons to be made.
For example, HTFETs can be observed to have a lower
switching energy, but their switching speed is between a high
performance and low-power CMOS.

One shortcoming of Fig. 1 is that it does not provide any
information about the standby power dissipation. It is preferred
to compare the total power dissipation instead of the dynamic
power dissipation. The total power dissipation of a gate is given
by [5] as:

PD = IOFF VDD + αCLV 2

DDfCK , (5)

where IOFF is the leakage current, fCK is the clock frequency,
and α is the activity factor. CL is the capacitive load including
both the interconnect and device capacitances which can be
found for a given fanout (e.g. fanout of four or FO4). The speed
of the technology is reflected in the maximum clock frequency
(fCK,max), which is determined by the delay of the critical
path in a system. Fig. 2(a) compares the power dissipation of a
FO4 inverter in several technologies. It is assumed that the ratio
of the critical delay path to the delay of an inverter is 10 in all
technologies and the curve corresponding to each technology
extends up to the resulting fCK,max. As it can be seen, each
technology is more suitable for a certain application domain in



terms of a lower power dissipation or a higher performance.
A more detailed comparison amongst different technologies
can be performed when (5) is evaluated for devices optimized
for high performance (HP) or low-power (LP) at different
power supplies. For instance, power dissipation of HP and LP
HTFET-based inverters is depicted in Fig. 2(b); the shaded
area between CMOS HP and CMOS LP curves indicates
the application ranges that can be covered by the CMOS
technology. The curves outside the shaded area indicate that
HTFET is a promising option in two applications domains; the
LP version is attractive for ultra-low-power systems operating
at low clock frequencies (e.g. biomedical applications). The
HP version is attractive for low-voltage low-power GHz-range
operation (e.g. high performance mobile devices).

III. DEVICE TO ARCHITECTURE ABSTRACTION

In this section, we extend the comparison between the
CMOS and HTFET devices evaluated in Section II to a pro-
cessor architecture level of abstraction. Processing paradigms
differ, depending on the application characteristics. These can
be broadly classified into general purpose and domain-specific
computing paradigms. The modeling methodologies in each
case are very different. For instance, use of architecture simula-
tors like GEMS [6] and power estimation tools like McPAT [7]
are sufficient to model the former with a significant degree of
accuracy, as different general purpose processors share many
common or parametrized structures. On the other hand, the
customized datapaths of application-specific processors require
detailed hardware synthesis. We describe the methodology for
each of these cases in detail.

A. Device to Architecture Extrapolation of a General Purpose
Processor Model

In [8], the authors modeled a simple in-order processor as
a ring oscillator with matching critical path delay. In contrast,
modeling an out-of-order processor in a similar manner is more
difficult, due to its inherent non-sequentiality of operation. For
this purpose, core power numbers for a Niagara-3 like proces-
sor were obtained using McPAT-0.8 integrated with GEMS-2.1,
for a 20 nm Si FinFET technology. The corresponding HTFET
core power values were obtained by scaling the per-transistor
power of the FinFET and HTFET at different supply voltages.

Figure 3 shows the variation in total core power with
frequency for the Si FinFET and HTFET Models at the 20 nm
technology node. As explained in Section II, devices with
different characteristics and configurations are attractive for
different application domains. Here, the HTFET model that is
used for a general purpose core is akin to a low leakage, high
performance device with an operating voltage of 0.5V. The
crossover frequency Fcross is defined as the frequency below
which HTFET processor operation is more energy efficient
than that the CMOS FinFET based processor. From the figure,
this crossover frequency can be observed to be around 1.4
GHz.

B. Domain-Specific HTFET processors: Design of HTFET
Standard Cell Library

Figure 4 shows the design flow of a 20 nm III-V
In0.9Ga0.1As/GaAs0.18Sb0.82 HTFET based standard cell

Fig. 3. Comparison of Power-frequency characteristics of 20nm Si FinFET
and HTFET-based processors
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Fig. 4. The design flow of 20nm III-V InAs/GaSb HTFET based standard
cell library

library. The performance of HTFET at high frequencies and
its energy efficiency at low supply voltage (< 0.5V ) has
been demonstrated in [9]. In order to characterize each cell
library, Verilog-A models with lookup tables from TCAD
Sentaurus [10] device simulation have been employed for
HTFET based combinational and sequential cell designs. This
standard cell library provides a maximum fanout of 16 for
each of these cell designs. Each cell in the standard cell
library refers to characterized 7×7 lookup matrices with input



transition time and total net capacitances in order to determine
specific value for the timing and power consumption during the
processing of synthesis.

For device-logic-cell simulations, the noise characterized
HTFET Verilog-A models with intrinsic noise components
(e.g., shot noise, white noise and flicker noise) are imple-
mented, and each cell design is optimized for timing and power
consumption. For timing and energy calculations, a bottom-up
methodology with device-circuit level simulations is utilized to
generate the HTFET based standard cell library at 0.3V supply
voltage using the Cadence Virtuoso Spectre simulator [11].
Further, this library file is compiled and converted into the
database format by Synopsys Design Compiler [12] in order
to make it compatible with the architecture level description
languages with the HTFET based standard cell library. A This
makes it possible to synthesize various accelerator designs and
carry out accurate performance and power comparisons with
corresponding CMOS cell-based designs.

IV. EXAMINATION OF GENERAL PURPOSE COMPUTING
PARADIGMS

General purpose processors are meant to cater to a large
diversity of applications. These applications may vary in
their scalability with respect to number of cores (thread-
level parallelism), in their utilization of available processor
or memory resources or in their sensitivity to peak single-
threaded performance. In addition, the evaluation metrics and
constraints may vary depending on the application domain.
For instance optimizing energy and consequently battery life
or minimizing power for a given performance baseline may be
more important than peak performance in a power constrained
domain such as mobile processors. On the other hand, high end
server domain processors aim to maximize performance amidst
controlling temperature in order to minimize cooling costs.
These hybrid power-performance-temperature metrics opens
up a huge design space in the micro-architecture and architec-
ture domains. As described in Section I, CMOS and HTFET
processors are capable of optimal operation in different regions
of this design space. Although the high frequency operation of
HTFET processors is limited in comparison to CMOS which
prevents HTFET devices from being a direct replacement for
CMOS technology, intelligent device-architecture co-design
can enable us to bridge this gap in performance.

A. Power and Thermally constrained application scheduling

Power constrained performance optimization in the con-
text of a CMOS-HTFET heterogeneous multicore has been
explored in [8, 13]. These works assume a uniform simple
microarchitecture across all cores. This reduces the likelihood
of thermal hotspots developing due to asymmetric microarchi-
tectures and makes power capping feasible.

On the other hand, when microarchitectures vary across
cores, merely capping the overall power and limiting the entire
power consumption to a small fraction of the chip in itself does
not adequately address the thermal concerns resulting from
the increasing power density problem. The Thermal Design
Power (TDP) of a processor chip, defined as the power which
the processor can dissipate without exceeding the maximum
allowable chip temperature, is used as a metric to determine

the power budget of processors. Dissipating all the power in a
smaller area causes a significant increase in peak temperature
due to higher power density. Hence, one should also take
into account the wide range of application domains in which
the processor can be utilized. These domains can be effec-
tively characterized by the thermal limit that they entail. For
instance, a mobile-based ARM-like embedded core operates
under a much more stringent temperature limit than a Xeon-
based server architecture. In the former case, CMOS cores
are forced to operate at sub-optimal frequencies with limited
microarchitecture flexibility. This provides opportunities for
HTFETs, which, being more power and consequently thermal-
efficient at these temperatures can operate over a much wider
range of microarchitecture complexities. Thus HTFETs can
attain more optimal states in the frequency-issue-width design
space.

Fig. 5. Permissible states in the frequency-issue-width design space for
CMOS and HTFET processors at a) 330K, b) 340K and c) 350K temperature
limits

Figures 5 shows the possible configurations that can be
attained under different thermal budgets by CMOS and HTFET
processors. This figure clearly demonstrates that HTFETs can
operate at higher issue widths at lower temperatures, while
CMOS cores can reach higher operating frequency as the
thermal limit is increased.



The results from all our tradeoff comparisons at the ar-
chitecture and microarchitecture level are summarized in Ta-
bles I, II and III. Table I shows the performance improvement
obtained by replacing a homogeneous multicore system with
a heterogeneous CMOS-HTFET configuration, under a 1 W
per core power budget. The advantages of task scheduling
and power partitioning techniques over a naive technology
substitution on the multicore are also highlighted.

Table II shows the speedup obtained using different mi-
croarchitectures in CMOS and HTFET processors under dif-
ferent thermal constraints. It can be observed that HTFET
cores actually perform worse than CMOS cores at 350K.
Similarly Table III shows the Energy-Delay Product (EDP) of
the best performing HTFET and CMOS core configurations
at the above temperature limits. The disparity in the EDP
between CMOS and HTFET cores reduces as the thermal limit
increases, until CMOS is more energy efficient at thermal
limits in excess of 350K. These results clearly illustrate the
diminishing returns that HTFETs demonstrate as we transition
to higher temperature domains.

Processor Application Type Normalized
Configuration /Power Mapping Speedup

Homogeneous multicore Static 1.0
(CMOS or HTFET)

Heterogeneous multicore Static 1.05
(CMOS-HTFET)

Heterogeneous multicore Dynamic 1.22
(CMOS-HTFET)

TABLE I. POWER CONSTRAINED APPLICATION MAPPING ON A
CMOS-HTFET HETEROGENEOUS MULTICORE, WITH A 1 W/CORE POWER

BUDGET

Processor Type of Normalized
Configuration Benchmark Speedup

330K 340K 350K
Heterogeneous Single
CMOS-HTFET threaded 1.46 1.19 1.01
Multicore /programmed

Heterogeneous Multi
CMOS-HTFET threaded 1.26 1.12 0.84
Multicore /programmed

TABLE II. SPEEDUP W.R.T A HOMOGENEOUS CMOS (OR HTFET)
BASELINE FOR SINGLE AND MULTITHREADED WORKLOADS FOR

DIFFERENT TEMPERATURE LIMITS

Processor Type of Normalized
Configuration Benchmark Speedup

330K 340K 350K
Heterogeneous Single
CMOS-HTFET threaded 0.41 0.65 0.80
Multicore /programmed

Heterogeneous Multi
CMOS-HTFET threaded 0.45 0.68 1.11
Multicore /programmed

TABLE III. NORMALIZED ENERGY-DELAY PRODUCT W.R.T A
HOMOGENEOUS CMOS (OR HTFET) BASELINE FOR SINGLE AND

MULTITHREADED WORKLOADS FOR DIFFERENT TEMPERATURE LIMITS

Although HTFET cores for general-purpose processing
may have an advantage over CMOS only in domains with

tighter thermal constraints, they can still play a valuable role
in augmenting high-end devices by providing very efficient
specialized coprocessors. Over the last few processor gen-
erations, customizing architectures with logic optimized for
domain-specific applications, such as graphics, multimedia,
or cryptography kernels, has gained importance alongside
traditional process-shrinking based improvements in processor
performance. In the following section, we examine the viability
of using HTFET-based accelerators as an energy efficient
alternative to conventional technology without compromising
performance.

V. EXAMINATION OF DOMAIN SPECIFIC COMPUTING
PARADIGMS

A. Synthesis of domain-specific accelerators

As part of our experiments, we synthesized a sample
accelerator that computes the Euclidean distance between two
vectors. This accelerator can be employed in feature-matching
algorithms, where the Euclidean distance between a test feature
descriptor vector (such as those obtained from algorithms like
SIFT or SURF) and every feature vector from the training
database is computed for recognition tasks. The input consists
of 64-dimensional vectors, each element being 16 bits in
width. The accelerator consists of of an 8-stage pipelined
execution unit consisting of an array of multipliers and adders
that compute the sum of squares of element-wise difference
between a pair of vectors. The accelerator HDL code was
simulated and verified using Synopsys VCS [14]. The designs
were synthesized using the in-house HTFET standard cell
library, using Synopsys Design Compiler [12].

Figure 6 shows the block diagram corresponding to an
accelerator for computing Euclidean distance between two
vectors.

Fig. 6. Block diagram for computation of Euclidean distance

The overall execution time includes the data transfer time
for streaming the input to the accelerator using DMA transfer
from external memory and the accelerator computation time



for 200 feature vectors in the training database and 1 test
vector. For an input stream of images, the throughput of the
HTFET accelerator was computed to be 19392 frames/second.

Fig. 7. Normalized delay, power, energy and EDP of HTFET, iso-performance
CMOS and iso-voltage CMOS accelerator designs. All results are normalized
w.r.t the HTFET design.

B. Comparison with existing CMOS designs

The salient feature of HTFET based accelerators is their
capability to achieve high throughput with energy efficiency
even while operating at low supply voltages. This is evident
when the HTFET-based Euclidean distance accelerator was
compared with equivalent CMOS designs. An iso-voltage
CMOS design operating at 0.3V is severely limited by its
inherent sub-threshold operation and consequently has a tran-
sistor delay that is over 30X higher than HTFET. Hence a
TFEET accelerator design is more feasible, even though its
total power consumption is higher than the iso-voltage CMOS
design due to its far superior switching speed. Consequently,
the accelerator is much slower, and can be clocked at less than
100 MHz in order to meet timing constraints. In order to match
the performance of the HTFET accelerator, the CMOS design
will have to operate at 0.54V. This increases the power and
hence, the energy overheads. The performance, power, energy
and energy-delay product results are summarized in Table 7.

VI. CONCLUSION

In this paper we examined the feasibility of adopting
steep slope devices as viable alternatives to the FinFETs
used in existing CMOS-based processors. We first evaluated
Heterojunction Tunnel FET devices in simple circuits such
as inverters and then carried out benchmarking comparisons
with different types of CMOS technologies. We explored the
use of HTFET processors in various application domains,
determined by the power and thermal constraints placed on
the processor, and demonstrated that, while HTFETs are not a
universal replacement for CMOS, they are dominant in some
very relevant domains. Following from these findings, we
extended our studies to encompass domain-specific acceler-
ator architectures and used our in-house TFET standard cell
library to synthesize the accelerator designs. Our evaluation
demonstrates the significant energy and performance benefits
of adopting TFET based technology for accelerator designs.
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