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Abstract—Along with the shrinking CMOS process and rapid
design scaling, both Iddq values and their variation of chips
increase. As a result, the defect leakages become less significant
when compared to the full-chip currents, making them more
in-distinguishable for traditional Iddq diagnosis. Therefore, in
this paper, a new approach called o-Iddq diagnosis is proposed
for reinterpreting original data and diagnosing failing chips,
intelligently. The overall flow consists of two key components,
(1) o-1ddq transformation and (2) defect-syndrome matching: o-
Iddq transformation first manifests defect leakages by excluding
both the process-variation and design-scaling impacts. Later,
defect-syndrome matching applies data mining with a pre-built
library to identify types and locations of defects on the fly.
Experimental results show that an average of 93.68% accuracy
with a resolution of 1.75 defect suspects can be achieved on
ISCAS’89 and IWLS’05 benchmark circuits using a 45nm
technology, demonstrating the effectiveness of o-Iddq diagnosis.

I. INTRODUCTION

Iddq testing have been a critical integral component to
screen unreliable circuits, especially for those designs with
high reliability demand, such as automotive and medical
devices [1]. Iddq testing aims at monitoring the quiescent
power supply current (Iddq) of CMOS circuits. Moreover,
Iddq data can be also used to facilitate diagnosing failure
mechanisms [1][7]-[10]. Open defects and short defects are
two common failure mechanisms that have been extensively
studied for diagnosis. While open defects can be well-treated
through voltage-based diagnosis [2][3], short defects are often
diagnosed on current-based diagnosis [4][5].

For current-based testing, threshold current [7][8], A-Iddq
[10], or current signature [1][9] were proposed to analyze data
and different types of defects were successfully diagnosed.
Although these previous works are effective and easy to
implement, their resolutions of defect detection often depended
on the quality of Iddq measurement and the determination of
a threshold value is no longer trivial. Moreover, for current-
based diagnosis, the difference between defect-free leakage
and defective leakage becomes more distinguishable along
with growing process variation and design scaling.

To reveal this problem, Figure 1(a) shows an example of
Iddq distribution for a failing chip in a 180nm technology
where defects can be easily diagnosed through a threshold
current to indicate pass/fail for each pattern. However, with
increasing leakages in nanometer designs, it is more difficult to
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determine a threshold current when considering process vari-
ation. Figure 1(b) shows another example of Iddq distribution
for the same design in a 45nm technology. As a result, process
variation smoothenes the curve of Iddq currents, making the
threshold-value determination clueless. More advanced test
methods, such as CA-Iddq [5] and o-1ddq [6], were developed
later to improve the quality of Iddq testing by restoring
defect leakages. Similarly, Iddq diagnosis can be enhanced
by removing the process-variation and design-scaling impacts
from the total leakage of nanometer designs.
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As a result, o-Iddq diagnosis is proposed on the basis of
such concept [6] and pre-builds a defect directory to rationalize
faulty behaviors and to ascertain defect suspects as voltage-
based diagnosis uses fault directory on failing chips. For
dictionary-based analysis, a model is required to describe the
faulty behavior of a defect. According to [8], three types of
short defects are frequently used in Iddq diagnosis: transistor
short [8], wire-to-VDD/wire-to-GND short [1], and wire-to-
wire short [7].

Most of previous works on diagnosis [1][7][8] only target
one type of three defects stated above at a time. However,
in this paper, our o-Iddq diagnosis targets all three types of
defects simultaneously and tries to identify candidates with
defect types and their locations correctly. Owing to sharing
the same faulty behavior, a transistor short defect behaves like
either a wire-to-VDD or a wire-to-GND short defect, and thus
is combined, accordingly at this stage. As a result, o-Iddq
diagnosis proposed in this paper classifies defects into a wire-
to-VDD, a wire-to-GND short or a wire-to-wire short as the
first step. Separating of transistor-short from a wire-to-VDD
or a wire-to-GND short is our future work as the next step.

The proposed o-Iddq diagnosis consists of two key com-
ponents, (1) o-Iddq transformation and (2) defect-syndrome
matching, where the defect bitmap is pre-built for explaining



underlying failure mechanisms: wire-to-VDD, wire-to-GND,
and wire-to-wire shorts. o-Iddq transformation first converts
the original Iddq data to o-Iddq data by removing the impacts
from both process variation and design scaling. Later, each
defect syndrome extracted by a data-mining algorithm helps
match with a pre-built library called defect birmap to identify
its defect type and location. To demonstrate the effectiveness
of our o-Iddq diagnosis, both original Iddq data and o-Iddq
data are applied for comparison.

II. MODELING DEFECT MECHANISMS

In CMOS circuits, open and short defects are two most
common failure mechanisms. Since Iddq testing measures the
quiescent leakage current, those mechanisms do not take effect
if there is no leakage path conducted from VDD to GND.
Namely, Iddq testing aims at detecting these defects with extra
significant leakage. Moreover, since open defects can usually
be diagnosed by voltage-based approaches, only short defects
are targeted in this paper. For a more detailed classification,
short defects can be divided into wire-to-VDD short (WV),
wire-to-GND short (WG) and wire-to-wire short (WW).

A. Behaviors of Short Defects

Figure 2 illustrates different types of short defects in differ-
ent regions of a inverter. Figure 2(a) and Figure 2(b) show a
wire-to-VDD (WV) short and a wire-to-GND (WG) short in
the intra-cell region respectively. Both of them induce leakage
paths from VDD to GND, resulting in a significant leakage
on such inverter without dropping the output voltage. The
bridge between the outputs of two inverters is considered as
a defect in the inter-cell region where two wires have the
opposite logic values in a wire-ro-wire short. Figure 2(c) shows
an example for such a wire-to-wire short where a significant
leakage current runs through the outputs of two inverters.
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Fig. 2. Different types of short defects for inverters
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B. Defect Bitmap from Simulation

Like other dictionary-based diagnosis [8], a pre-built defect
bitmap is derived and compared with circuit behaviors (i.e.
current syndrome) for deducing defect suspects, where the
extraction of current syndrome will be provided in Section
III. With LBM, DBM can be deduced by Boolean operations
to indicate the activations of each defect. For a wire-to-GND
short, since it conducts a leakage path from VDD to GND on
the output at logic 1 as shown in Figure 2(b), we use 1 to
denote such defect activation. On the other hand, a wire-to-
GND short cannot induce an extra leakage on the output at
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Fig. 3. Overall flow of o-Iddq diagnosis

logic 0, we use 0 to characterize a defect-free case in DBM.
As a result, the result of a wire-to-GND short on this wire is
no different to the original logic value of the wire.

III. o-IDDQ DIAGNOSIS

As introduced in the previous section, once the defect
bitmap for failing chips is successfully derived, it can be used
to locate the defect suspect via comparison with the current
syndrome measured from the failing chips. However, due to
the increasing leakages from both process variation and design
scaling, it is getting more difficult to extract current syndrome
precisely. Therefore, a new approach, o-Iddq diagnosis, is
proposed to reinterpreted Iddq data and applies data mining
for facilitating failing-chip diagnosis. The overall flow of
the o-Iddq diagnosis is illustrated as Figure 3 and consists
of two key components: (1) o-Iddq transformation and (2)
defect-syndrome matching. Details for both components are
elaborated in the following sections, respectively.

A. o-lddq Transformation

Conceptually, o-Iddq applies a variation-aware full-chip
leakage estimator and the average-case process parameters to
deal with variation and to deduce circuit behavior (i.e. current
syndrome). Once the current syndrome for each pattern is
derived for each failing chip, the location and type of a defect
can be identified, accordingly. There are three steps in o-Iddq
transformation.

1) Building Process-aware Leakage Models: Many pre-
vious works [11][12] were devoted to developing highly
accurate leakage models. In our work, we modify the ones in
[11], where two most important leakage components (1) the
subthreshold leakage (Is,5) and (2) the gate-tunneling leakage
(Ugate) are considered in full-chip leakage estimation. Both the
subthreshold leakage and the gate-tunneling leakage can be
modeled into exponential terms of the variance on effective
gate length (AL.ss) and on the gate oxide thickness (AT,;),
and can be written as,

Ty = euu+oc1ALeff+ozzATmn 1)

Igate _ evo+ﬁ1ALeff+52AToz 2)

In Equation (1) and Equation (2), up and vy denotes the
nominal values of the overall parameter for effective gate
length and gate oxide thickness, respectively. a1, ao, B1 and
(o are fitting parameters and depend upon the process variation



of different technologies in use. Therefore, the process-aware
leakage models for each logic cell can be built by fitting the
parameters for I,,; in Equation (1) and for I,4 in Equation
(2) through SPICE simulation.

2) Deducing Approximate Process Parameters: Process-
aware leakage model for each cell is used to deduce the
process parameters and thus estimate the Iddq for each chip.
Unlike estimating average-case process parameters from one
single pattern as in [6], the objective of o-Iddq diagnosis is
to find a process-parameter combination that minimizes the
variance of all residual Iddq with respect to test pattern set p
and thus can be formulated as,

{var(I?

cut fgut(ALeﬁ7 A Tox))}

min

arg
ALeps,ATox

where

n

I? . is the measured Iddq from all Iddq patterns and
I? ((ALess, AT,,) is the defect-free estimated Iddgq. Symbol
n is the total number of cells in the circuit, and Ifubyk and
I?,.c denote the subthreshold leakage and gate-tunneling
leakage for cell k, respectively. However, similar to [6], the
process parameters ALqr¢ and AT,, are assumed the same

on each cell.
3) Transforming Iddq to o-Iddq: Once the proper process
parameters are derived, the residual Iddq can be computed
from the measured Iddq and estimated Iddq. Such residual
Iddq is called o-Iddq and can be formulated as,
o-Iddg®,, = P P

cut cut

measured lddgq expected Iddq

B. Defect-Syndrome of Matching

Having o-Iddq, we can further compute current syndrome
without requiring a threshold value for defect diagnosis. To
achieve this, data mining first comes into play and helps cluster
data and label activation of defects in each Iddq measurement.
Second, defect type and location can be derived through the
comparison with the pre-built defect bitmap (DBM). The
following sessions elaborates these two steps:

1) Syndrome Extraction from Currents: We apply data
mining to help determine if o-Iddq is defect-activated or
defect-free. K-means [13] is a well-known data mining al-
gorithm based on Euclidean distance and requires a number
k to cluster data. In this paper, a prior knowledge is assumed
available and sets the number of clusters as 2 (i.e. k=2). In
the other words, if any short defect is activated in the failing
chip, o-Iddq data will be grouped into at least two clusters.
However, the presence of multiple defects may induce more
than two clusters of o-Iddq data. But setting k as 2 is sufficient
because K-means only needs to group small o-Iddq values into
the defect-free cluster and to group the rest (with large values)
into the defect-activated cluster.

TABLE 1
CIRCUIT INFORMATION

Circuit | Gate Grid | # Iddq |WV/WG| WW
Name | Counts | Number | Patterns | Shorts | Shorts
s13207 3205 | 16x16 270 6410 6485
s15850| 3899 | 16x16 237 7798 | 7284
$35932| 6964 | 16x16 48 13928 | 14163
s38417| 10966 | 16x16 357 21932 | 22438
s38584 | 11378 | 16x16 459 22756 | 24237
mem_ctrl 8364 | 16x16 332 16728 | 16624
ac97_ctrl | 11577 16x16 215 23154 | 25426
aes_core | 24057 | 16x16 329 48114 50135
ethernet | 71639 | 32x32 1090 | 143278157844
vga_lcd [ 113648 | 32x32 3575 227296 | 243673

2) Defect Matching using Syndromes: Once the current
syndrome for each failing chip is obtained through o-Iddq
transformation and K-means clustering, a pre-built defect
bitmap (DBM) will be used and compared with the current
syndrome on each bit. For ranking defects: the more matching
bits, the higher score. Last, all defects are sorted by their
matching scores on this failing chip.

1V. EXPERIMENTAL RESULTS

The proposed o-Iddq diagnosis is implemented in C++.
Experiments run on Linux equipped with a 2.8GHz CPU
and 16GB RAM. ISCAS’89 and IWLS’05 [14] are used as
benchmark circuits for evaluation. The Iddq test patterns are
generated by TetraMax and achieves ~100% pseudo-stuck-
at fault coverage. Moreover, SOC Encounter from Cadence
is used to extract layout information using the Nangate 45nm
Open Cell library [15] for leakage simulation and wire-to-wire
short extraction. For simplicity, only basic cells, e.g. NAND2,
NOR2, AND2, OR2, INV and BUF from the Nangate cell
library [15] are used in our experiments. The setting of process
variation is same as in [6]. For each benchmark circuit, 2000
samples are generated as failing chips, where each chip is
randomly injected with one defect either wire-to-VDD, wire-
to-GND or wire-to-wire short.

To realize actual defect-induced currents in nano-scale
CMOS process, high-impedance resistors are used in our
SPICE simulation to induce small currents for short defects.
These resistors are 100K€2, 200K and 500K €2, inducing
10.1pA, 5.5uA and 2.2 A leakage currents, respectively, for a
1.1V supply voltage. In other words, one of nine possible short
defects is injected in each failing chip. Note that the all nine
short defects only cause small voltage drops at circuit outputs,
thus escaping from voltage-based testing and diagnosis.

Table I lists the information of benchmark circuits including
the gate counts, number of grids used in intra-die variation,
number of Iddq patterns generated for pseudo stuck-at faults,
number of wire-to-VDD(WD)/wire-to-GND(WG) defects and
wire-to-wire(WW) defects. Wire-to-wire (WW) short candi-
dates are extracted from the neighborings of each gate with
large coupling capacitances. The fault coverage from Iddq test
patterns are ~100% on all benchmark circuits.



TABLE II
INJECTED SHORT DEFECTS AND DIAGNOSIS RESULTS

Injected Diagnosis Results
Circuit short defects original Iddq + defect-syndrome matching o-1ddq + defect-syndrome matching
Name || WV/WG| WW WV/WG | WW | Ist-hit|1st-hit| time || WV/WG| WW |[Ist-hit|1st-hit| time
shorts(%) | shorts(%) || shorts(%) | shorts(%) | accu. | size (s) shorts(%) | shorts(%) | accu. | size (s)
s13207 65.90 34.10 64.25 32.65| 96.90| 1.88| 19.48 64.90 32.80] 97.70| 1.87| 56.51
s15850 66.80 33.20 65.35 31.80| 97.15| 1.69| 36.23 66.75 32401 99.15| 1.63] 51.38
$35932 65.95 34.05 43.65 2335]| 67.00| 2.05| 48.76 57.25 3090 88.15| 1.66| 56.60
s38417 66.45 33.55 65.05 32.05]| 97.65| 1.54| 90.88 65.95 32.80] 98.75| 1.52| 124.31
s38584 65.75 34.25 46.75 2480 71.55| 1.72]107.19 60.95 32.10] 93.05| 1.45] 156.28
mem_ctrl 65.25 34.75 61.90 33.35] 95.25| 1.63| 70.90 64.50 3430 98.80| 1.57| 108.35
ac97_ctrl 67.15 32.85 62.20 31.50] 93.70| 1.53] 68.61 66.10 32.45]| 98.55| 1.45| 8697
aes_core 66.15 33.85 45.40 24.30] 69.70| 1.35|115.73 65.75 33.10] 98.85| 1.35] 162.98
ethernet 64.65 35.35 1.10 0.55| 1.65| 2.85|171.87 52.00 29.751 81.75| 3.32| 336.71
vga_lcd 69.05 30.95 0.25 0.15| 0.40| 2.34|903.82 54.93 27.13| 82.06| 1.77|1683.73
Average 69.09| 1.86 93.68| 1.75

Table II lists the ratio of different injected defects and
the diagnosis results. The first column denotes the bench-
mark circuits used in the experiments. The second and third
columns denotes the average ratio of the failing chips injected
with wire-to-VDD(WV)/wire-to-GND(WG) shorts and wire-
to-wire(WW) shorts among 2000 failing chips, respectively.
To demonstrate the effectiveness of o-Iddq transformation,
the proposed defect-syndrome matching is also applied onto
original Iddq, directly.

For the two wide columns representing original Iddq and o-
Iddq diagnosis, respectively, in Table II, the number of correct
detections for wire-to-VDD(WV)/wire-to-GND(WG) shorts,
the number of correct detections for wire-to-wire(WW) shorts,
the first-hit accuracy, the first-hit group size and runtime are
listed, respectively. The first-hit accuracy (denoted by 1st-hit
accu.) denotes the percentage of first-hit candidates over the
injected defects and the first-hit group size (denoted by 1st-
hit size) denotes the average number of first-hit candidates.
Since the number of defect suspects is much bigger than the
number of Iddq test patterns, two or more defect suspects may
score the same and are ranked equally. As shown in Table II,
the first-hit accuracy using original Iddq and o-Iddq data are
69.90% and 93.68%, respectively. Moreover, according to our
results, the average number of first-hit candidates is only 1.75,
implying that for most of the cases one or two different defect
suspects are found only.

V. CONCLUSIONS

Subject to process variation and design scaling, short de-
fects are becoming more difficult for traditional diagnosis.
Therefore, a new approach called o-Iddq diagnosis is pro-
posed in this paper and consists of two key components:
(1) o-1ddq transformation and (2) defect-syndrome matching.
Experimental results show that an average of 93.68% first-
hit accuracy on ISCAS’89 and IWLS’05 benchmarks with
1.75 first-hit candidates in a 45nm technology. Comparing
diagnosis results on original Iddq and o-1ddq, o-1ddq diagnosis
exhibits higher first-hit accuracy and fewer mismatches on
defect syndrome, especially on large-scale circuits. Thus, o-

Iddq diagnosis not only successfully manifest the defect-
induced leakage on failing chips, but also correctly identifies
defect type from wire-to-VDD, wire-to-GND, and wire-to-
wire shorts and its location. Differentiating transistor shorts
from wire-to-VDD/wire-to-GND shorts is our next step to
improve o-Iddq diagnosis as future work.
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