Testing for SoCs with Advanced Static and
Dynamic Power-Management Capabilities™

Xrysovalantis Kavousianos'+?

!'Department. of Computer Science
University of Ioannina, Greece

Abstract—Many multicore chips today employ advanced power
management techniques. Multi-threshold CMOS (MTCMOS) is
very effective for reducing standby leakage power. Dynamic
voltage scaling and voltage islands which operate at multiple
power-supply voltage levels, minimize dynamic power consump-
tion. Effective defect screening for such chips requires advanced
test techniques that target defects in the embedded cores and
the power management structures. We describe recent advances
in test generation and test scheduling techniques for SoCs that
support power switches, voltage islands, and dynamic voltage
scaling schemes.

Index Terms—Dynamic power, dynamic voltage scaling, power
switches, SoC test scheduling, static power.

I. INTRODUCTION

As chip density increases relentlessly along Moore’s law,
power consumption is emerging as a major burden for contem-
porary systems. Dynamic power has been effectively attacked
by decreasing the power supply voltage level, while at the
same time, the degradation in circuit performance has been
avoided by reducing the transistor threshold voltage (V).
However, as the transistor threshold voltage (V) decreases,
the sub-threshold leakage current increases exponentially. In
sub-90 nm technologies, leakage (static) power has become a
significant portion of total power consumption.

The adverse effects on system performance set a lower
limit on the power supply voltage that can be used during
normal operation. Further reduction in the power supply volt-
age can be achieved by exploiting performance slack during
SoC operation. Dynamic Voltage Scaling (DVS) is a widely
adopted technique that reduces the power supply-voltage level
during periods of relatively light workload; therefore it reduces
dynamic power consumption without affecting performance.
DVS is usually combined with the partitioning of the system
into voltage islands, which are logic and/or memory regions
with separate supply rails and unique power characteris-
tics [25], [30]. By adapting DVS to the specific requirements
of each voltage island, performance objectives can be met
while dynamic power savings are maximized [26]. Dynamic
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voltage scaling has been implemented in several state-of-the-
art processors [1], [2], [3], [4].

DVS is very effective but it can only reduce dynamic power
during periods of system activity. Further power reductions can
be achieved by reducing static power during idle periods of op-
eration. Many techniques have been presented in the literature
for reducing leakage current, e.g., digital logic synthesis using
dual-V; libraries [13], and input vector control [5], [7], [27]. A
very effective technique is the use of high-V; power switches
between the circuit and the power supply or the ground rail [8],
[9], [13], [16], [28], which are turned off during long periods
of inactivity, thereby suppressing leakage current. There are
also techniques that offer one or more intermediate power-off
modes to reduce static power in short periods of inactivity too
[11], [23], [31], [33].

Even though the design of SoCs that support DVS and mul-
tiple intermediate power-off modes has been comprehensively
addressed in the literature, testing of such systems has received
relatively less attention. Advanced test techniques are required
for effective defect screening for these chips, including their
power management strucures. In this paper, we describe recent
advances in test scheduling for DVS-based SoCs that support
voltage islands, as well as test generation, diagnosis and repair
mechanisms for SoCs that support multiple power-off modes.

The organization of this paper is as follows: Section II
presents recent techniques for modeling the test scheduling
problem for DVS-based SoCs. Section III presents a time-
division-multiplexing scheme for DVS-based SoCs. Section
IV presents recent advances in designing and testing of power-
off management structures. Finally, Section V concludes the

paper.
II. TEST SCHEDULING FOR DVS-BASED S0OCSs

Fault-free behavior of SoCs that support DVS must be
ensured at each voltage/frequency setting because defects are
manifested in different ways at various voltage levels. For
example, it was shown in [6], [20], [21] that certain resistive
bridging faults can be detected only at specific supply voltage
levels. However, testing at different voltage levels increases
the test time because test patterns have to be applied at
multiple power supply-voltage levels. In addition, the scan
clock frequency is reduced at low voltage levels while the
switching between different voltage levels and the need to
carry out state-retention tests incur additional test costs.
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As shown in [18], test scheduling for multi-V;; SoCs with
multiple voltage islands, is considerably more challenging than
traditional test scheduling for single-Vy, designs. At first,
testing at multiple voltage levels increases considerably the
test time and the complexity of the test scheduling problem.
Second, similar to the case of testing single-V;4 SoCs, the
scheduling of tests for multi-V;; SoCs must satisfy all the
constraints imposed by the sharing of test resources among dif-
ferent cores, as well as additional constraints that include: (a)
Test Access Mechanisms (TAMs) that span different voltage
islands, (b) cores that share the same power network whenever
they belong to the same island and (c) state retention tests that
need to preceed any other test whenever the voltage switches
between different levels.

The first approach to formulate the above optimization
problem was presented in [17], [18]. In this formulation it
was assumed that every island is tested at all or a subset of
power supply voltage levels of the chip and all cores in a
voltage island are tested at all or a subset of the power supply-
voltage levels of that island. Furthermore it was assumed that
every island (and every core in that island) must be tested for
correct transition between voltage levels using state retention
tests. Testing at each power supply-voltage level precludes the
use of a scan frequency that is higher than the maximum scan
frequency that can be used at that voltage level (high scan
frequencies can only be used at high voltage levels).

Another assumption in [18] is that TAM resources in a
multi-core SoC can be shared between different cores and may
span different islands. In that case, the otherwise independent
tests of these islands becomes dependent, and thus additional
constraints arise in test scheduling. In addition, the constraint
of setting each island at one voltage level at a time imposes
the requirement to apply certain tests that correspond to dif-
ferent voltage levels during non-overlapping time periods. The
following example sheds light into the optimization problem.

Example 1. Fig. 1 shows an SoC consisting of five cores C1,
Cs, ..., C5, which belong to two voltage islands, L1 and L.
There are three voltage levels for the entire SoC: Vi, V5, and
V3. The TAM resources in this SoC consist of two buses Bus1,
Bus2 which are shared among the five cores. Every core has
to be tested at all three voltage levels. Therefore, there is one

task associated with each core-voltage level pair and in total
there are 15 (5 x 3) different tasks for this SoC. In addition,
the transition between voltage levels is tested for every core
using appropriate state retention tests. Note that the sharing
of Bus2 between cores C7, Cy and C3 prohibits independent
and parallel execution of the tasks for L; and Ls. In addition,
even though core C3 does not share resources with cores Cy,
C'5 various constraints arise due to the common island that
they reside to. For example, the test of C3 at V7 cannot be
executed concurrently with the test of Cy at V5, V3 or the test
of Cs at V5, V3 due to the requirement that each island can
operate at a single voltage level at a time. ]

It is obvious that additional restrictions (besides the trivial
ones that arise from the sharing of resources) are imposed on
the testing of multi-Vz4 SoC. For solving this optimization
problem, an ILP model was proposed in [18]. This model
is based on the concept of test sessions, which are voltage-
specific non-overlapping test periods for each island. Each test
session is associated with one island and one voltage level, and
every task that uses any particular voltage level for any core in
the island is scheduled during the respective test session that
is associated with that voltage level. Test sessions of different
islands that do not share resources are independent. Therefore,
at each time instance, as many test sessions as the number of
different islands can be scheduled in parallel provided that
they do not share TAM resources. To minimize the overall
time overhead due to the switching between different voltage
level, and yet thoroughly test all cores at every voltage level,
the minimum number of test sessions are applied, that is
equal to the number of voltage levels. Moreover, the supply
voltage was assumed to change between adjacent levels in the
set of available voltages, resembling the adaptive operation
of SoCs, where the voltage levels change successively from
higher levels to the lower levels, and vice versa.

The ILP model proposed in [18] includes two main con-
straints. The first constraint is a set of relations that ensures
that every task must be applied during the session that sets
the island to the same voltage level that the task is using.
Additionally, it ensures that state-retention tests preceed any
other core test. The second constraint is a set of relations
that ensure that any two tasks for any two cores that share a
resource never overlap when: (a) the cores belong to different
voltage islands or (b) the cores belong to the same voltage
island and they use the same voltage level. The complexity of
this model in terms of number of constraint is upper bounded
by O(N? x n?).

The authors in [18] proposed also two LP-relaxation heuris-
tics, namely recursive rounding and randomized rounding, as
well as a greedy heuristic that performs very well as compared
to the ILP method. The greedy approach schedules the tasks in
a priority-based manner that aims to minimize the test time of
the most heavily-loaded test resources i.e., the resources that
constitute the bottleneck in the testing of the SoC. Specifically,
the test-scheduling algorithm first schedules all the tasks of the
first session of each island, then it schedules all tasks of the
second session of each island, and so on, until all tasks of all
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sessions are scheduled. During the scheduling of each session
it selects one task corresponding to the TAM resource with
the latest expected time to finish delivering all test data to its
attached cores, and it schedules this task as early as possible.
When multiple cores at different islands are connected to that
TAM resource the algorithm selects a core on the island that
the next session can begin sooner than the others. Experimental
results on two industrial SoCs, show that both the ILP and
the greedy approaches provide significantly lower test time as
compared to traditional test scheduling approaches.

III. TIME DIVISION MULTIPLEXING FOR MULTICORE
SoCs

The testing time for both single-V;; and multi-Vyz4 SoCs is
dominated by the process of serially loading test data into the
cores through scan chains, which is usually very slow. In multi-
Vaa SoCs however, this problem is exacerbated when cores are
tested at the low power-supply voltages, where the maximum
allowable scan frequency is very low. In addition, testers
usually conduct SoC testing using a single scan frequency over
the duration of the test period. Thus, to avoid scan violations
at any voltage setting, the lowest frequency for shifting test
data that corresponds to the lowest voltage level is used, and
the test time of the SoC increases even more.

To overcome the above limitation, a time-division multiplex-
ing (TDM) approach was proposed in [19]. By using TDM,
the test data are transmitted by the tester at a high frequency,
while at the same time, they are shifted into the scan chains
of multiple cores at those frequencies that are permited by
the voltage setting used. The TDM approach exploits the gap
between the shift frequency of the ATE and the cores as well
as the gap between the shift frequencies of different cores
at different islands which are concurrently tested at different
voltage settings. A very interesting observation reported in
[19] was that, counter-intuitively and in contrast to what is
expected, shifting test data into the scan chains at lower than
the nominal frequencies may be beneficial in terms of ATE-
channel-frequency utilization when TDM is available and this
strategy may reduce the overall SoC test time.

A TDM scheme and an ILP-based test scheduling approach
was proposed in [19]. Fig. 2 presents the proposed TDM
scheme for an SoC consisting of cores A, B, C, and a test
bus shared between them. Cores A, B belong to island L; and
core C belongs to L,. Both islands support voltage settings
V1, Va, V3 and the nominal scan frequencies at each voltage

setting are F, F//2 and F/4, respectively. ATE_CLK is the
clock signal generated from the ATE and it has frequency F'
for loading the scan chains (the same frequency is used for
loading the test data on the bus). Each core is assigned one
cyclical shift register with length equal to 4, which divides
the scan frequency by a value equal to 1, 2 or 4. Every shift
register is clocked with the fast ATE_CLK (frequency F') and
in turn provides a clock signal with frequency equal or smaller
to F'. The following example illustrates this method.

Example 2. Let us assume that at a specific time instance,
cores A and B are tested at voltage V5 and C is tested at voltage
V5. The highest frequencies that can be used for A, B, C at
those voltage levels are F'/4, F/4, F'/2, respectively. In order
to provide scan frequency of F'/4 to core A, register R4 in
Fig. 2 is loaded with the pattern “0001”. Then, during every
4 successive cycles of ATE_CLK, the rightmost cell of R4
receives the value ‘1’ only once and permits the application
of one out of the four active edges of signal ATE_CLK to
the core A. In this case the scan clock frequency for this core
is equal to F(ATE_CLK)/4 = F/4. Register Rp is loaded
with the pattern “0100”, which sets the scan frequency of core
B equal to F/4 too. Register R¢ is initialized with pattern
“1010” and thus core C sees one active clock edge every two
ATE_CLK cycles. Therefore, the scan clock frequency for core
C is set to F'/2. The patterns loaded into R4, Rp, Rc have
non-overlapping ‘1’ logic values to ensure that test data are
delivered at the appropriate core at the right time. ]

An ILP model was also proposed for the above TDM
scheme that is based on the assumption that Ny frequencies
are supported by the TDM scheme and that testing a core
at a particular voltage setting involves different completion
time for each one of them. This is due to the fact that every
shift frequency cannot be supported at every voltage setting
as the high frequencies can be only supported at the high
voltage settings to avoid timing violations in scan chains.
Four constraints comprise the ILP model. The first constraint
ensures that any test for a core at any voltage setting is applied
using a single scan frequency that is equal or lower than the
maximum shift frequency at the respective voltage level. The
second constraint ensures that any two cores in the same island
cannot be concurrently tested at different voltage settings due
to the sharing of common power network. The third constraint
determines the concurrency between different tests and the
final constraint bounds the number and type of tests that
can concurrently use the same TAM resource. Results show
that the method proposed in [19] outperforms the approach
proposed in [18] by offering further test time reduction, as
high as 86.1% as compared to [18].

IV. POWER SWITCHES

Even though DVS is very effective for reducing dynamic
power during normal operation, it cannot reduce static power.
Static power can be completely eliminated during idle periods
by putting the cores into sleep using power switches. Power
switches are large transistors that connect the core to the
power supply and/or ground rail. They are turned off during
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Fig. 3. Multimodal Power Gating Scheme

idle mode, thereby suppressing leakage current, and they are
turned-on again to re-activate the core.

A major problem of using power switches is the long time
required for recovering from the idle mode, referred to as
the wake-up time, which prohibits the use of power switches
during short periods of inactivity. A very effective technique
to reduce wake-up time is to use an intermediate power-
off mode [11], [14], [15], [23], [24], [29] that comes at the
expense of a small increase of leakage power dissipation.
The authors of [31] extended this capability into a trade-
off between wake-up overhead and leakage power savings by
offering two power-off modes. Depending on the length of the
period of inactivity, a different power-off mode can be used
and the static power savings are maximized (the longer this
period is, the more deeply the core can be put into sleep). In
[33], [34] a reconfigurable power gating scheme was presented
that offers more than two intermediate power-off modes and
that is also tolerant to process variations enabling thus the
utilization of the proposed architecture for newer and less
mature technologies.

Fig. 3 presents the design proposed in [34]. It consists of
the main power switch transistor M p that is used to activate or
put the core into the complete power-off mode, and two small
transistors My and M, each corresponding to an intermediate
power-off mode (Mj corresponds to the dream mode and M,
corresponds to the sleep mode). Transistor Mp is a high-
V; transistor and it remains on only during the active mode.
Transistors My and M, are small low-V; transistors that are
turned on only during the corresponding power-off mode.

This scheme operates as follows. In snore mode, all tran-
sistors Mp, My and M, are off as shown in Fig. 3(a) and the
voltage at the V' — GNND node increases to a level close to
Vbp. In dream mode, only M is on as shown in Fig. 3(b). In
this mode, the current flowing through transistor M sets the
virtual ground node at a voltage level that is lower than Vpp
and higher than 0. In dream mode, the static power consumed
by the core is higher compared to the snore mode, but the
wake-up time is less. In sleep mode, only M; is turned-on; see
Fig. 3(c). Transistor M; has larger aspect ratio than M, and
thus the aggregate current flowing through the V —GN D node
increases even more in this case. Consequently, the voltage
level at the virtual ground node is further reduced compared
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Fig. 4. Proposed test circuitry for the multi-mode power gating architecture.

to the dream mode and the wake-up time decreases at the
expense of increased power consumption.

A. Testing of Power Switches

Even though power switches offer significant benefits in
reducing static power, their adoption in practice depends on the
availability of test and diagnosis methods that can guarantee
their correct operation in the field. In prior work, test methods
have been presented for power switches that support complete
power-off mode [12], [22], [32]. In [10], [35], a test scheme
and a signature analysis method for the testing and diagnosis
of power switches with multiple intermediate power-off modes
was presented. The test scheme is shown in Fig. 4 and it
consists of a voltage control oscillator (VCO) and a counter.
The VCO consists of current-starved inverters, with V-GN D
as control signal, and it converts the voltage at V' —GN D into
a signal toggling with a frequency that depends on this voltage.
The VCO output triggers a binary counter that provides a
quantification of the frequency, the signature, which is directly
proportional to the voltage at V' — GN D and depends on the
power-off mode applied.

As shown in [35], the power switches are defect-free if the
voltage at V' — GND lies between an upper bound and a
lower bound. These bounds correspond to digital signature
ranges which are calculated using simulation. However, excess
process variations affect the operation of VCO and shift the
signature out of the nominal range of acceptable signature
values even when the power switches are defect-free. In
order to reduce the effects of process variations, a calibration
strategy was adopted in [35] to adjust the die signatures in such
a way as to remove the process variation effects as much as
possible. The signature ranges calculated using calibration are
refered to as Test-AARs (Test Adjusted Acceptable Ranges)
and they are different for each power-off mode.

B. On-Line BIST/BISR Scheme

In [36], a BIST/BISR scheme was proposed for testing
and repairing multi-mode power switches in the field, which
completely eliminates the need for external ATEs. It computes
the signature for every power-off mode and confirm if the



PCLK

VCco

Preset2 [1:0] D4
(€3)

Sys_Clk [D>—p CLK

Preset] [1:0] ED—4
(C4)

Cycle
Counter

Mode_ID

CiC2C3¢C4 Bl B2

T1T7T

1Y

TEST_Go >+

Control signal Feedback

1
1
1
1
1
1
1
1
1
1
1
1
1
1

Counter :
1
1
1
1
1
1
1
1
1
1
1
1
1

TEST end

Vdd

Core

V-gnd

Sys Clock—]

P PST Unit

TEST _end

Pass/Fail

1
Sys Clock =+

v
ps|
2]
<

Fig. 5. BIST unit for testing power switches

signature lies into the respective Test-AAR or not. The block
diagram is shown in Fig. 5. This scheme requires the trigger
signal TEST_Go to start testing power switch M; as well as
the signal Mode_ID, which indicates the power-off mode that
corresponds to M. It generates the signal Test_end to indicate
when the test ends as well as the signal Pass/Fail to indicate
whether the switch under test is good or not. When the power
switch fails the test, signals LP_violation, LP_difference and
UB_violation are also generated to provide the exact cause of
the failure offering thus diagnosis capabilities. LB_violation
is asserted when the signature violates the lower bound and
LB_difference is equal to the difference of the signature from
the lower bound. UB_violation is asserted when the signature
violates the upper bound.

The BIST circuitry presented in Fig. 5 consists of four main
modules: VCO, VCO Counter, Cycle Counter, and FSM (finite
state machine). The Cycle Counter is used to control the test
periods that VCO counter counts up or down. The FSM is
used to synchronize the operation of all units during BIST and
to carry out the test operations for each power switch. VCO
counter is initialized to a golden reference value, which can be
computed via simulation, is the same for all dies and therefore
can be hardwired on chip. Then the VCO input is connected to
Viq and the VCO unit triggers the VCO counter which counts
down for a predetermined number of clock cycles. At the end
of this counting period the VCO counter holds a value that is
representative of process variations affecting the die, and it is
used later to generate signatures.

At the second step, the VCO input is connected to the virtual
ground node and the power switch under test is turned-on to
put the core into the respective power-off mode (power switch
M, is turned off). The VCO counter is again triggered by
the VCO unit and it begins to count up now starting from its
current value for the same number of clock cycles as before.
During this period the VCO counter will be triggered a number
of times that is equal to the signature value at this power-off
mode. When this counting period ends, the VCO-counter value
is equal to the adjusted signature of the power switch.
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Fig. 6. The complete BIST scheme with built-in self-repair.

At the third step, the adjusted signature is compared to the
lower bound of the Test-AAR. For this purpose, the VCO
counter counts down for a number of cycles equal to the lower
bound of the Test-AAR. Then, the VCO counter contains the
difference of the adjusted signature and the lower bound of the
Test-AAR. If during the VCO-count down the VCO counter
reached the value O then the adjusted signature is lower than
the lower bound and hence the power switch is defective. If
the lower bound was not violated, the VCO counter continuous
to count down again at the fourth step for a number of clock
cycles equal to the difference between the upper and the lower
bound. At the end of the counting period, the value stored
in the VCO counter is equal to the difference between the
adjusted signature and the upper bound. If during this period,
the VCO counter reached zero at any point, the signature is
smaller than the upper bound, thus the power switch is defect-
free; else the upper bound is violated and the power switch
has to be replaced with a spare one.

The complete BIST/BISR scheme is shown in Fig. 6. When
the BIST_Go signal is asserted, the BISR unit selects the first
power-off mode and it sets the Mode_ID signal accordingly.
Then, it selects one of the power switches corresponding to
this mode, it turns this switch on to put the core into the
respective power-off mode, and it tests this power switch by
asserting the TEST_Go signal of the BIST unit (note that the
BIST_Go signal is used to turn-off the main power switch M,
during the whole testing period). When the test finishes (the
signal TEST_end is asserted) the status of the signal Pass/Fail
is checked to verify whether the power switch passed the test.
If the power switch passed the test, it is selected as the power
switch of the respective power-off mode and the rest of the
power switches for the same power-off mode are not further
exercised. If the power switch failed the test then the next
available switch for the current power-off mode is selected
and it is tested. When all power switches corresponding to a
power-off mode are tested, the BISR unit continuous with the
next batch of power switches for the next power-off mode.
Results presented in [36] show that the BIST/BISR structure
has very small hardware overhead while it effectively tests
power switches at a very short time.



V. CONCLUSIONS

Advanced power management techniques employed by mul-
ticore chips necessitate the use of advanced test techniques
to ensure defect-free operation in the field. In this paper,
we presented recent advances in DVS-based test scheduling,
as well as in testing of SoCs supporting multiple power-off
modes. Results have shown that DVS-based test scheduling
offers significant test time benefits, especially when a TDM-
based approach is employed. In addition, we presented an
effective test generation and diagnosis method for the testing
of multi-modal power switches that can overcome manufac-
turing process variations. Finally, an on-line mechanism was
presented that alleviates the need for a tester and repairs
defects in the power switches in the field.
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